Building 3D visual maps of interior space with a new hierarchical sensor fusion architecture
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HIGHLIGHTS

- Our proposed system creates high quality 3D maps of interior space.
- We use a hierarchical approach to fusing vision and range data.
- We show how the uncertainties can be managed with interval based logic.
- Interval based logic allows fusion of information at different abstraction levels.

ABSTRACT

It is now generally recognized that sensor-fusion is the best approach to the accurate construction of environment maps by a sensor-equipped mobile robot. Typically, range data collected with a range sensor is combined with the reflectance data obtained from one or more cameras mounted on the robot.

In much of the past work on sensor fusion in hierarchical approaches to map construction, the fusion was carried out only at the lowest level of the hierarchy. As a result, in those approaches, only the fused data was made available to the higher levels in the hierarchy. This implied that any errors caused by sensor fusion would propagate upwards into the higher level representations of an interior map. Our work, on the other hand, checks for consistency between the data elements produced by the different sensors at all levels of the hierarchy. This consistency checking is carried out with the help of an interval-based representation of uncertainties in the sensor data.

In addition to demonstrating that our approach to the fusion of range and image data results in dense 3D maps of the interior space, we also provide validation of our overall framework by presenting a set of loop closure results. These results demonstrate that our overall errors in the maps remain small (within 0.91% of the distance traveled for map construction) even when the robot has to traverse over large loops inside a building.

1. Introduction

For a mobile robot to figure out where it is and to determine how it should get to its destination, it needs some kind of a model of the environment. In some cases, such models of space – usually called maps – can be constructed from prior knowledge of the layout of the environment, its geometry, its topology, the reflectance properties of its surfaces, and, as recently demonstrated, even functional properties. But there exist many important situations where this type of prior knowledge is not available, at least not available at the level of detail that would be needed by a robot trying to navigate around in the environment. When such is the case, one of course has the option of actually generating the maps manually. But doing so can be difficult and expensive. An easier alternative consists of letting the robot make its own maps of the interior. When done properly, such a process can result in maps that directly take into account the different properties of the sensors that would subsequently be used for navigation. Incorporating sensor limitations into maps generated by other means, say manually or from CAD models of the interior, is highly non-trivial.

For a robot engaged in map building, it must obviously know its position in a world frame so that the spatial elements constructed from the current sensed data can be properly situated in the world frame. This implies that an effort at map building cannot be separated from self-localization. The joint problems of map building and localization are sometimes referred to by the acronym SLAM that stands for “Simultaneous Localization And Mapping” [1–3]. Since map building cannot be carried out without localization, in...
the rest of this paper when we mention “map building”, we would be referring to SLAM.

Early researchers on map building used just single sensors for the data. Typically, the sensors used were either of the type that looked straight ahead to determine the range to the structures in the environment, or that recorded reflectance and texture properties of the surfaces in the environment. The former type of sensors included ultrasonic and laser sensors that yielded the range measurements [4–9], and the latter type included monocular and stereo camera systems [10–18].

More recently, the focus in the map-building community has shifted predominantly to the building of high-quality interior maps by fusing information from multiple disparate sensors. This work can be categorized in the following manner:

1. Mapping image features from a single camera onto the range data [19,20];
2. Mapping image features extracted with a stereo camera system onto the range data [21–24]; and
3. Constructing dense 3D maps by wholesale mapping of single-camera images onto the range data [25–27].

These three different approaches yield increasingly dense 3D maps of the indoor environment.

As an exemplar of the work that falls in the first category, the contribution by Castellanos et al. [20] is based on the projection of vertical line features extracted from a camera onto the range data from a 2D laser rangefinder. The chosen vertical line features are typically at the corners in the indoor environment. The authors used an extended Kalman filter (EKF) to merge the local maps and for robot self-localization.

To briefly describe a contribution that falls in the second category, the authors of [21] extract line features from stereo images and then map them onto the range data for 3D map building. Stereoscopic vision allows these authors to place non-vertical lines of the indoor scene in the 3D maps constructed by the system. These authors have also used the EKF for merging local maps. In another contribution in the second category, a somewhat different approach to the merging of stereoscopic images with range data has been taken by Baltzakis et al. [23]. These authors simply harvest the 3D features extracted from the stereoscopic images and from the range data and, subsequently, use these features in map construction. For an even more recent contribution in the second category, Ahn, Choi, Doh, and Chung [24] extract the point and line features from sonar data; these features are then used to key into a database of visually recognizable objects. Confirmation of the presence of the objects is achieved by using an EKF-based algorithm to fuse the sonar features with the features extracted from a pair of stereo cameras. However, note that the main goal of sensor fusion in the contribution in [24] is to achieve the high accuracy in robot localization, as opposed to constructing accurate high-density maps of the interior space.

Finally, to further elaborate a contribution that falls in the third category, a special feature of the work carried out by Liu et al. [27] is that the system makes an optimum choice for the intensity level to be associated with a surface whose position and orientation may be determined from the range data. In particular, the authors use the expectation–maximization algorithm to combine several intensity images and range data in order to select the best pixel value to be associated with a point on a 3D surface in the map.

In all of the work cited above that used multiple sensors, either there was no hierarchy of data objects involved in the map building process — so sensor fusion could be carried out straightforwardly at the only data abstraction level permitted — or, when the map building process entailed creating data objects in a hierarchical fashion, sensor fusion was carried out only at the lowest level of the hierarchy.

Our work is based on the premise that, first, it is necessary to use a hierarchical representation of space when maps are desired for large interior spaces, and, second, the sensor fusion must be carried out at all levels of the data object hierarchy. It should be possible for sensor-fusion-created spatial assertions to be undone if the higher-level objects in the hierarchy cannot satisfy the geometrical constraints placed on them.

Using a hierarchical representation of space and using an interval-based representation of uncertainty that allows sensor fusion to be carried out at all levels of the hierarchy, the work we present in this paper shows that a mobile robot can construct high-quality (meaning dense and preserving reflectance properties of the surfaces) maps of the interior space, while at the same time maintaining with high accuracy its localization information, by combining simple 2D range measurements acquired quickly with a laser sensor with the 3D reconstructions from a stereo head.

At the lowest level of processing in the SLAM presented in this paper, our system extracts line features from the range data produced by a laser scanner that scans the space horizontally in a plane close to the floor. These line features correspond typically to the flat vertical surfaces such as walls in the environment. The system then associates 2D camera images of these surfaces with the range line features. This process can be envisioned as associating a vertical surface with a range line and then texture mapping the surface with the camera images. The locations of the vertical surfaces are further adjusted with the help of 3D vertical lines extracted from stereo images that correspond to jump discontinuities identified in the range data.

In recent years the loop closure error [28–31] has become an important indicator of the accuracy of a SLAM framework. Loop closure involves letting a robot wander in an environment containing a loop for the purpose of map construction. We want to know that when the robot arrives back at a location it has seen previously, does it recognize that location and what is the positional error associated with that recognition? Although detecting previously visited positions and fixing loop closure errors is not within the main scope of this paper, we will nevertheless present several results that demonstrate the loop closure error associated with our framework. We also provide a comparison between our results and those obtained with a state-of-the-art SLAM technique called GMapping [32].

The remainder of this paper is organized as follows: Section 2 that follows will present the overall sensor fusion architecture that we use for SLAM. Subsequently, Sections 3–5 will present how the environment maps are built at the local level, at the intermediate level, and, at the global level, respectively. Section 6 will present some sample experimental results that demonstrate the ability of our SLAM framework to construct dense high-quality maps of the interior space. We will take up the subject of loop closure errors separately in Section 7. In that section, we will show how the loop closure error varies with the length of loop traversal. Finally, we will conclude in Section 8 where we also present some ideas on how this work can be extended.

2. A hierarchical architecture for sensor fusion for SLAM

The approach to SLAM presented in this paper consists of a hierarchy of map-building procedures: (1) Local Map Building (LMB), (2) Intermediate Map Building (IMB), and (3) Global Map Building (GMB). LMB consists primarily of extracting line features from the range data and attaching 2D camera images with the vertical surfaces corresponding to the range lines. IMB consists of stitching together the local maps for different rotational orientations of the robot (at generally the same translational position) for a 360° reconstruction of the interior space for a given translational position of the robot. For GMB, the robot integrates together the intermediate maps constructed at different translational positions of
Fig. 1. Hierarchical map building.

(a) Representative hierarchy of our map building. (b) Coverage for each map building level.

The robot. Fig. 1(a) is an iconic representation of the three mapping levels used in our SLAM, these being Local, Intermediate, and Global. A planar view of the spatial coverage associated with each level is shown in Fig. 1(b). Algorithm 1 presents the main operations that are carried out at the three levels.

Algorithm 1: A top-level algorithmic view of the map building process.

2.1. Data flow in the sensor fusion architecture

With regard to the data flow shown in Fig. 2, within each level or when crossing level boundaries, the data always flow from more reliable processing modules to less reliable processing modules. This is based on the rationale that the outputs produced by the more reliable processing modules can aid in the interpretation of the information generated by the less reliable processing modules. Data reliability depends on the uncertainty range that we must place on each data element at the output of a module. For example, range data are more reliable than vision data because of the smaller standard deviation associated with the range points (and with the straight lines that are fit to the range point) as compared to the standard deviations that we must associate with stereotriangulated points and the stereo-extracted lines. Though the robot-wheel-encoder-estimated values are highly related to the feature locations obtained from the vision sensors and the range sensor, the encoder values themselves cannot be adjusted in the Global Coordinate Frame without the help of the other sensory information. Therefore, the inputs from the robot wheel encoder are located in the third column in our sensor fusion model. These values are used at the IMB level for finding the approximate location of the robot in the Intermediate Coordinate Frame (which is the same as the Global Coordinate Frame).

With regard to the notation shown in Fig. 2, we associate Level 0 with “LMB”, Level 1 with “IMB”, and Level 2 with “GMB”. The input to each level is referred to as data and denoted by the symbol $D$. The output of each level is referred to as features and denoted by the symbol $F$. The function or the process that transforms $D$ into $F$ in each level is represented by the small letter $f$. Obviously, the output $F$ for each level becomes the input $D$ for the next level, except for a transformation that will be represented by the small letter $g$ and the data reliability function denoted by $h$. As we will explain later, the role of the $h$ functions is to check for consistency between the information produced by the different sensors.

---

2 It is important to mention that, for the SLAM framework presented in this paper, the robot operates in stop–sense–move mode. That is, the sensory information is captured only when the robot has stopped for a moment between successive moves. With regard to the motions, the robot either executes pure translations or pure rotations at any given time.
With regard to the subscripts and the superscripts on \( D \) and \( F \), in the symbol \( D_i^f \), the subscript \( i \) stands for the type of data and the superscript \( f \) for the level in the hierarchy. The output of the data extraction/aggregation process at each level is represented by \( F^j_i \) where the subscript \( i \) again stands for the type of sensory data and the superscript \( j \) the level.

Keeping in mind the general notation presented above, we now explain the nature of the various entities in the data flow presented in Fig. 2:

- The entity \( D_0^i \) that is seen in the “Range sensor” flow line is a list of range points collected from one position of the robot by scanning with the range sensor (we use the SICK-LMS 200 range sensor mounted on the robot as shown in Fig. 3(a)). These points are all confined to a horizontal plane parallel to the floor (about 8 in. off the floor) in a 180° angular field of view. Each range scan is limited to a maximum distance of 16 m from the robot and has an angular resolution of 0.5°, which results in 361 range point measurements. Fig. 4(b) shows an example of a range scan taken in a hallway system that is graphically depicted in Fig. 4(a). Each item in the list of range points is a pair \((x, y)\) of the coordinate values with respect to the origin of the Robot Coordinate Frame. The calibration between the Range Coordinate Frame and the Robot Coordinate Frame is provided by the manufacturer of the robot. The entity \( D_0^i \) in the “Vision sensor” flow line is a pair of images from the stereo head that is mounted on the robot as shown in Fig. 3(a). Each of these images exists in the Camera Coordinate Frame that is also shown in the figure. And, \( D_0^i \) that is seen in the “Robot encoder” flow line is the robot position obtained from the robot wheel encoders. The robot position is expressed by the translational coordinates \((x, y)\) and the orientation angle \( \phi \) with respect to the initial location and orientation of the robot (world frame). In Fig. 3(b) we show the relative locations of the Camera/Range/Robot Coordinate Frames.

- The entity \( F_0^i \) that you see in the “Range sensor” flow line is the range-data output for the 0th level. It consists of a set of straight lines fit to the range data \( D_0^i \). Fig. 4(c) shows an example of straight line fitting to the range data that is shown in Fig. 4(b).

- The entity \( F_0^i \) that you see in the “Vision sensor” flow line is the stereo vision output for the 0th level. Since the stereo process is capable of outputting different types of objects, \( F_0^i \) is in actuality a union of three different types of objects: vertical line features, visual point features, and wall images. In order to distinguish between these three types of objects, we will use the notation \( F_0^i_1 \) to represent the stereo-extracted vertical line features that, in the absence of uncertainties, should correspond to the discontinuities in the parallel-to-the-floor straight lines extracted from the range data. Fig. 4(f) shows an example of the stereo-extracted vertical line features from the stereo image pair taken at the robot location shown in Fig. 4(a). Fig. 4(g) shows an example of the projection of range-data jump discontinuities into one image of a stereo pair of images. Fig. 4(h) shows the same projection of the range-data jump discontinuities, but also shows the stereo-extracted vertical line features. We use the notation \( F_0^i_0 \) to represent the function that extracts the vertical line features from the stereo images and the corresponding wall planes. By the same token, we will use the notation \( F_0^i_1 \) to represent the stereo-extracted landmark points after they are projected onto the wall plane. Fig. 4(i)–(l) shows examples of these extracted landmarks and their projection on the wall planes and wall images.

Finally, we use the notation \( F_1^1_2 \) to represent the wall images that result from the projection of the left or right photometric image onto the wall plane. Fig. 4(m) shows an example of the wall images and the overall constructed local map. Obviously, the accuracy of the map building process can be gauged by the accuracy of the projections of the line and point features on the wall plane. To give the reader a sense of this accuracy, Fig. 4(d) and (e), shows, respectively, the projections of the range point measurements and the fitted lines onto the stereo images. These projections speak to the high accuracy with which the local maps are constructed.

It is important to realize that the concept of a wall plane used in the above explanation is not a static concept. During the map building process, the merging of a local map with the intermediate map can result in the readjustment of the position and the orientation of the wall plane. Obviously, as the wall plane changes, all of the projections on the wall plane will also change. The ultimate test of this adjustment is that when the line features, point features, and the photometric images are projected onto the wall plane, they must all be in congruence.

The above explanation takes care of the 0th level of the data flow in the hierarchy of Fig. 2. What follows is an explanation of the other levels in that figure:

- All of the data entities in Level 0 of the hierarchy of Fig. 2 are defined in the Local Coordinate Frame of the robot. Level 1 situates the Level 0 data entities in the Intermediate Coordinate Frame. This then constitutes the input to Level 1 of the hierarchy. More specifically, \( D_0^i \) represents the set \( \bigcup_{k=1}^{k} \{ F_0^i_k \} \) where \( k \) is the number of the local maps at each Intermediate Coordinate Frame, and \( D_0^i \) represents the set \( \bigcup_{k=1}^{k} \{ F_1^1_{k-1} \} \).

- The output of Level 1 is \( F_1^j_i \) for the range sensor and \( F_1^j_i \) for the stereo fusion sensor. This output is the merged map features in the Intermediate Coordinate Frame.

- The entities \( D_1^i \) and \( D_1^j \) are the same as \( \{ F_0^i_k \}, \{ F_0^i_{k-1} \} \) and \( \{ F_1^1_{k} \}, \{ F_1^1_{k-1} \} \) respectively.

- The entity \( F_2^j \) represents the global range line map and the entity \( F_1^j \) the global 2D wall images. The 2D wall images in \( F_1^j \) correspond to the parallel-to-the-floor range lines in \( F_2^j \).

We will now focus on the within-level functions shown in Fig. 2. As already mentioned, these functions extract the output \( F \) from the input \( D \) at each level. To be consistent with how the subscripts and the superscripts are interpreted, \( f_0^i \) denotes the jth function in the “Range sensor” flow line. Along the same lines, \( f_1^j \) denotes the jth function in the “Vision sensor” flow line. To present in greater detail what is accomplished by each of the functions:

- The function \( f_0^i \) carries out range line extraction from the point range data (see Fig. 4(c)). Straight lines are fit to range data \( D_0^i \) after we segment the data on the basis of large jump
discontinuities. In the experiments we describe in Sections 6 and 7, a distance threshold of 50 cm and a change in slope by at least 30° to consecutive range points is used to identify jump discontinuities. In the same experiments, the minimum number of range points required to instantiate a line fitting was set to 3. A straight line is fit to each segment using a least-squares algorithm. A line is accepted only if the fit error is below a threshold. Should this error exceed the threshold for a segment, the segment is bisected and the process repeated for each portion separately.

- The function $f_{j}^{0}$ carries out stereo extraction of landmarks and line features and then projects the camera images on the wall planes corresponding to the range lines generated by $f_{j}^{0}$. Fig. 4(j), (f) and (m) illustrates our implementation of this function.

- The functions $f_{j}^{1}$ and $f_{j}^{2}$ adjust the coordinates associated with the features extracted in Level 0 to account for robot motion errors. This is done by enforcing geometrical consistency constraints. Note that, the features output by Level 0 are in the Local Coordinate Frame of the robot. Subsequently, they are relocated in the Intermediate Coordinate Frame by the Level 0 to Level 1 transformation represented by the function $g_{0}^{1}$ shown in Fig. 2.

- The functions $f_{j}^{0}$ and $f_{j}^{2}$ merge the individual line features at the output of Level 1 into larger features that may cover the space that was examined through multiple intermediate maps in the Global Coordinate Frame.

This sensory fusion step in Level $j$, as represented by the function $f_{j}^{i}$, can be expressed in the following form:

$$F_{j}^{i} = f_{j}^{i} \left( D_{j}^{i} \right).$$  
(1)

In line with what we mentioned earlier about the role played by the functions denoted as $f_{j}^{i}$, it is in reality a composition of three functions: $f_{j}^{i,0}$, $f_{j}^{i,1}$, and $f_{j}^{i,2}$. This implies that $f_{j}^{i}$ is in actuality a union of the outputs $F_{j}^{i,1,2}$, $F_{j}^{i,1,2}$, and $F_{j}^{i,1,2}$. The relationships between the component functions and these individual outputs can be expressed in the following form:

$$F_{j, m}^{i} = f_{j, m}^{i} \left( F_{j, 0}^{i}, D_{j}^{i} \right)$$  
(2)
where \( m \in \{1, 2, 3\} \). Note that, the superscript \( j \) denotes the level in the hierarchy.

Now, we will focus on the relationships between the output of each level and the input to the next level as the data flows up the hierarchy. These relationships are expressed via the \( g \) functions shown in Fig. 2. More specifically,

\[
D_{j+1} = g_j (F_j)
\]  
(3)

where \( g_j \) represents a coordinate transformation. For example, \( g^0_j \) represents the coordinate transformation from the Local Coordinate Frame in which the data is collected in Level 0 to the Intermediate Coordinate Frame in which a map is accumulated as the robot rotates in order to collect different local maps. Also, \( g^1_j \) represents the coordinate transformation from the Intermediate Coordinate Frame to the Global Coordinate Frame.

Finally, the function \( h \) checks for consistency between the data elements produced by the different sensors, range, and vision, on the basis of their interval-based uncertainties, as described in the next subsection. It is expressed as in the following form:

\[
F_0 = h \left( F_0^i, F_1^i \right).
\]  
(4)

The implementation of \( h \) involves reconciling the uncertainties associated with the features. The next subsection, which focuses on how the uncertainties are represented, presents in Eq. (6) a formula that constitutes the implementation of \( h \).

2.2. Uncertainty flow in the sensor fusion architecture

We believe that SLAM would be impossible without a well principled approach to the management of the uncertainties that are always present. At the lowest level of the hierarchy of Fig. 2, at the least the system must contend with the uncertainties associated with robotic motions during the course of map building. Since the actual position of the robot is highly likely to be different from its commanded motion, that fact must be taken into account when different local maps or intermediate maps are merged together. In addition to the uncertainties related to robotic motions, we must also deal with the noise in the sensor data.

We have used an interval based approach to the management of uncertainties in our SLAM. There is much tradition to using interval based approaches for modeling uncertainty, especially when it is difficult to assume any specific probability distributions for the parameters [33–36]. In support of using interval based uncertainties, here is a quote from [35]: “Such models are useful for modeling complex sensing devices, such as cameras (where the observations are accurate up to the pixel resolution), as well as networks of heterogeneous sensors where it is difficult to obtain an exact sensing model for each sensor”. This quote speaks directly to the conditions that prevail in our experiments—it is extremely difficult to estimate the probability distribution of the uncertainties associated with the fusion of observations from different sensors. It is also non-trivial to fit probabilistic models to the uncertainties associated with robotic motions.

Our interval based approach to the management of uncertainty differs from other well known approaches for doing the same. By and large, all other approaches are based on Gaussian modeling of the uncertainty variables. For example, there is the approach by Smith et al. [37] in which an extended Kalman filter is used to keep track of the uncertainties through the covariance matrices of the relevant variables. For another approach to uncertainty management, Beeson et al. [38] have proposed a hierarchical map building method using the dual notions of metrical and topological maps. For the metrical maps, their method uses Gaussian modeling and extended Kalman filtering to keep track of the uncertainty variables and to merge them across the different levels of the map hierarchy. However, for the topological map, the merging of the uncertainties is carried out through a maximum-likelihood based framework. Yet another uncertainty management approach is incorporated in the Atlas framework by Bosse et al. [39]. This approach is based on simultaneous localization and mapping that again uses Gaussian modeling of the uncertainty variables. Uncertainties are set to the volume of the n-sigma hyper-ellipsoid of the probability distribution around each detected feature that is incorporated in the map. Comparing all these prior approaches to ours, a most significant difference is a consequence of the fact that our interval-based approach implies that the variables are uniformly distributed over their associated uncertainty intervals. We believe that this makes our approach more sensitive to even small overlaps in the uncertainty intervals when we combine the uncertainties associated with multiple variables.

In what follows, we define four different types of uncertainties, all based on the interval representation of uncertainty:

- \( U_i \): Sensing Uncertainty that is associated with the data \( D_i \) obtained through the \( i \)th sensor. For the range sensor, we assume a worst-case constant value for the uncertainty interval for all range measurements in a given hallway system. In general, the uncertainty associated with a range measurement is roughly linearly dependent on the distance to the target. The worst-case value for this uncertainty would correspond to the situation when the robot is facing straight ahead along the long direction of a hallway. For a hallway that is roughly 3 m wide, a value of 7 cm works out well for the uncertainty interval for the range sensor on our robot. For a stereo vision sensor, it is related to the stereo calibration errors and the distance between the stereo head and the wall plane whose images are being subject to stereo imaging. The uncertainty interval \( U_{i0} \) is used for determining the uncertainty interval \( U_{i} \) that is described next.

- \( U_j \): Feature Uncertainty that is associated with feature extraction or with feature location adjustment. Recall that features at Level \( j \) are extracted from the data \( D_j \) and that the features thus obtained at level \( j \) are represented by \( F_j \). Later in this section we will mention how these uncertainties are obtained from the statistical parameters associated with the range and vision data.

- \( U_{i+1} \): Calibration Uncertainty is the uncertainty related to the calibration errors between two different sensors, the \( i \)th sensor and the \( (i+1) \)th sensor. More specifically, we are talking about the uncertainty related to the calibration between the range and the vision sensors, \( U_{i0} \). The camera coordinate frame of the stereo head and the range data coordinate frame of the range sensor are related by a rotation matrix and translation vector. The standard deviation of the length of that translation vector is what defines \( U_{i0} \).

- \( U_{i+1} \): Robot Motion Uncertainty is the uncertainty related to the movement of the robot. Referring back to Fig. 2, the notation \( U_{i+1} \) applies to the motion uncertainties associated with local map construction. Recall, each local map is constructed with a fixed rotational orientation of the robot. This orientation must be changed to create the next local map. The rotational uncertainty associated with this change in robot orientation is represented by \( U_{i+1} \. By the same token, after an intermediate map is

3 With regard to the procedures used for calibration, we use Zhang’s algorithm [40] and the MATLAB Camera Calibration Toolbox available from [41] for the calibration of the cameras in the stereo head. For the calibration between the range sensor and the stereo cameras, we developed our own routines that are not presented here on account of space limitations.
constructed from all the local maps at a fixed translational position of the robot, the robot must execute a translational motion to get to the next position for the next set of local maps. The motion uncertainty associated with this translational motion is represented by \( U_{tV} \). In general, the motion uncertainties are caused by the slippage in the wheels, the result being that the robot positions as reported by the encoders will often be erroneous. As the reader would expect, the robot motion uncertainty grows differently for straight-line motions and turning motions. To estimate this uncertainty (either \( U_{tV} \) or \( U_{tO} \)), we first find the relationship between the robot’s real motions and the wheel encoder readings. To do this, we first locate the center of the Robot Coordinate Frame as the self-turning axis of the robot, and we set the direction of \( y \)-axis as the direction of the forward straight line motion of the robot as shown in Fig. 3(b). With the Robot Coordinate Frame as established above, the relationship between the uncertainties in the actual position/orientation of the robot vis-a-vis the commanded motions (either straight-line or turning) is determined using the same experimental procedures that were presented previously in [42].

Fig. 2 shows how each type of uncertainty flows or propagates in our sensor fusion model. A more detailed depiction of how the uncertainties flow in Fig. 2 will be presented later in this section after we have told the reader about the operators that are used for manipulating uncertainty variables. These operators, presented visually in Fig. 5, can be used for combining the uncertainties as they propagate upwards in the flow diagram of Fig. 2. Each operator is a binary operator; its operands will be denoted \( X \) and \( Y \). The meaning to be accorded to the operands for all three operators shown in Fig. 5 is as follows:

- \( X \) will be the data object whose uncertainty we want to keep track of during map building. For example, \( X \) could represent a line feature extracted from the range data.
- \( Y \) will represent the various kinds of “events”, “processes”, or other sensory observations that can increase or decrease the uncertainty associated with \( X \). For example, as the robot moves, the uncertainty associated with a line feature extracted from the range sensor may increase in the local coordinate frame of the robot on account of the slippage in the wheels.

Here is a brief description of what is achieved by each of the three operators depicted in Fig. 5:

- \( X \oplus Y \): This operator applies when the phenomenological considerations call for including all the uncertainties associated with \( X \) and \( Y \) in the updated uncertainty associated with \( X \). We can say that the new uncertainty of \( X \) will be the union of the two prior uncertainties associated with \( X \) and \( Y \), as shown in Fig. 5(a).

- \( X \odot Y \): This operator applies when the phenomenon represented by \( Y \) is able to decrease the uncertainty associated with \( X \). If the underlying physical processes can guarantee that the new uncertainty associated with \( X \) will be limited to what corresponds to \( Y \), we can say that the new uncertainty of \( X \) will be the intersection of the two prior uncertainties, as shown in Fig. 5(b).

- \( X \ominus Y \): This operator applies if \( Y \) will increase the uncertainty interval associated with \( X \) at both ends of the interval. How \( X \)'s uncertainty is increased is depicted in Fig. 5(c). We expand the uncertainty interval \( U_X \) in both directions by \( U_Y \).

All the uncertainty update procedures are carried out in the largest common subspace, which is the common subspace of highest dimensionality that can be formed from the spaces associated with the two operands. For example, when the spaces associated with the operands \( X \) and \( Y \) are \((x, y, t)\) and \((y, z, t)\), the largest common subspace is \((y, t)\).

Going back to Fig. 2, there are two entry points for the uncertainties: the uncertainties associated with the features extracted from the range data and the uncertainties associated with the features extracted from the stereo vision data. With regard to the range data, we associate uncertainties with the straight lines that are fit to the data. (Recall that the range data is collected in a horizontal plane parallel to the floor.) Ideally, these straight lines should correspond to the geometrically straight features in a hallway, but in practice the data collected is noisy and the least-mean-squares fit to the data an approximation to the true location and orientation of the actual feature. If for a given position of the robot, \( \sigma_r \) is the standard deviation of the shortest distances from the range points to the fitted line represented symbolically by \( F_0 \), the uncertainty interval \( U_{rV} \) associated with range data collected at that position of the robot is set as this standard deviation. As mentioned, the other entry-point uncertainty relates to the uncertainty associated with the features extracted from the stereo vision, \( U_{Vf} \).

Recall that \( F_1 \) is a union of the stereo-extracted point features \( F_1^{1} \), the stereo-extracted vertical lines \( F_1^{1,0} \), and the wall images \( F_1^{1,2} \), and, therefore, \( U_{Vf} \) is some function of \( U_{F_1^{1} \circ F_1^{1,1}} \), \( U_{F_1^{1,0} \circ F_1^{1,1}} \), and \( U_{F_1^{1,2} \circ F_1^{1,1}} \). What helps here is that we can ignore the contributions \( U_{F_1^{1,0} \circ F_1^{1,1}} \) and \( U_{F_1^{1,2} \circ F_1^{1,1}} \) when we propagate the uncertainties to higher levels in the hierarchy since the uncertainties associated with the wall images are directly taken into account when we reconcile the range lines (the wall images are required to pass through the range lines) and since the uncertainty associated with the stereo-extracted vertical lines are used only for fixing the boundaries of the wall images in local maps.

Therefore, we can write:

\[
U_{rV} \approx U_{Vf} = U_{r0} \odot U_{0,1} = \hat{U}_{r0} \odot U_{0,1} \approx \hat{U}_{r0} \odot U_{0,1} \approx \hat{U}_{r0} \odot U_{Vf} = \hat{U}_{r0} \odot \left( U_{r0} \odot U_{0,1} \right)
\]

(5)

where \( U_{Vf} \) is the operator whose purpose is to estimate the uncertainty interval associated with its argument. So \( U_{rV}(X) \) estimates the uncertainty interval associated with \( X \) and \( U_{Vf}(X|U) \) the uncertainty interval associated with \( X \) given the uncertainty interval \( U \) that represents all inputs that go into the calculation of \( F_1^{1,1} \). As shown, this conditioning uncertainty interval \( U \) must be a composition of the uncertainties associated with all the inputs that go into calculating \( F_1^{1,1} \).

To provide a phenomenological underpinning for Eq. (5), since the calibration uncertainty \( U_{cal} \) only amplifies the “noise” in the positional information, it makes intuitive sense to expand the uncertainty \( U_{r0} \) by \( U_{cal} \) and to then combine the result with the uncertainty \( U_{Vf} \) derived from the stereo image sensing procedure. Note that, a visual feature is accepted in a local map provided the intersection between the uncertainty from the range data and that from the vision data, after each is expanded by the Calibration Uncertainty, is non-null. This is illustrated in Fig. 6. In this figure, the stereo vision uncertainty associated with a 3D landmark is represented by a spherical ball whose radius is equal to \( U_{Vf} \). The
A dark straight line at the bottom of the 3D rectangular enclosure is the range line that is fit to the individual points recorded by the range sensor. The width of the rectangular enclosure is twice the standard deviation associated with the least squares fit to the range points. The rectangular enclosure represents the 3D uncertainty bound associated with the range data; it is the uncertainty in the localization of the wall plane. Note that, the bottom of the 3D uncertainty enclosure coincides with the floor of the hallway. The points marked ‘×’ in the figure are the projections of the 3D landmarks extracted by the stereo vision sensor. Such a 3D point is accepted as a feature for a local map if its uncertainty ball has non-null intersection with the rectangular 3D enclosure associated with the range line.

As the reader can tell from the right to left arrows in Fig. 2, after we have computed the uncertainty $U_{f_0}$ associated with the output of the vision sensors, it is used, through the function $h^{k_0}$, to update the previously computed uncertainty interval $U_{\tilde{f}_0}$ as shown in the following equation:

$$U_{\tilde{f}_0} = U_{f_0} \otimes U_{f_1}.$$  \hspace{1cm} (6)

The purpose of $U_{f_0}$ is to restrict the locations of the visual features and also to refine $U_{\tilde{f}_0}$ if the uncertainty interval of $U_{f_0}$ is smaller than that of $U_{\tilde{f}_0}$, thus assuring the consistency between the different data elements produced by range and vision sensor. If the deviation of the visual point features from the fitted plane is smaller than that of the range point features with respect to the fitted range line, we can assume that the stereo reconstruction in relation to the corresponding wall plane is quite accurate, and we can then propagate that uncertainty to Level 1. Fig. 7 explains in greater detail the various steps that go into the calculation of $U_{\tilde{f}_0}$ and the update of $U_{f_0}$. Note that, Eq. (6) and the uncertainty processing steps explained by this figure constitute an implementation of the $h^{k_1}$ function in Eq. (4). The range data uncertainty gives us the uncertainty interval $A$ shown in the first part of the figure at the left. This interval is expanded by the uncertainty related to the calibration between the range sensor and the stereo vision sensor $U_{c_{1,1}}$. The interval $B$ shown in (b) is the new expanded uncertainty interval. Note that this is the uncertainty interval that would be associated with the wall plane drawn through the range line. We also construct a vertical plane from the stereo point features. The uncertainty associated with this plane can either be as shown in (c) or as shown in (d). If the uncertainty interval associated with the plane drawn through the stereo landmarks is as depicted by $C_1$, as shown in (c), then the overall uncertainty associated with the wall plane shrinks to correspond to $C_2$. On the other hand, if the uncertainty interval associated with the plane drawn through the stereo landmarks is as depicted by $C_2$ as shown in (d) – note that $C_2$ is larger than $C_1$ – then the uncertainty interval associated with the range line stays at $B$.

We will now discuss how robot motions influence the various uncertainty intervals. Fig. 8(a) shows feature location uncertainty $U_{f_0}$ before and after a straight line motion. The expansion of the uncertainty intervals at the end of the motion is owing to the Robot Motion Uncertainty. If the error vector from the straight line motion is $e$, for a unit distance, the motion error vector for an arbitrary distance $d$ would be $d \cdot e$. The vector $d \cdot e$, is decomposed into two orthogonal components ($a$ and $b$ in Fig. 8(a)) with respect to the slope of the corresponding range line feature. One of those two components is parallel to the range line and the other is perpendicular. These two component vectors make the bound of the uncertainty increase as shown in Fig. 8(a).

Fig. 8(b) of the figure shows the same for the robot’s turning motion. If the error vector from the turning motion is $e$, for a unit angle, then the error vector for an arbitrary turning angle $t$ is given by $t \cdot e$. We decompose $t \cdot e$ into $a$ and $b$ as shown in Fig. 8(b). The remaining procedure to increase the bound of the uncertainty is the same as for the case of straight line motion.

The uncertainty transformations depicted in Fig. 8 correspond to the transition from $F_{K}^{0}$ to $D_{L}^{1}$ in the left upward propagation of uncertainty intervals in Fig. 2.

Recall that each local map is situated in an intermediate map with respect to some coordinate frame, the transformation that locates a specific local map in the intermediate map being given by $g^{0}$. Usually, the coordinate frame for the intermediate map corresponds to the coordinate frame used for the very first local map. In order to look for a match between a feature in a local map and a feature in the intermediate map to which the local map belongs, the applicable uncertainty intervals are combined for the local map feature in order to construct uncertainty bounds on the search. Additionally, when such a match is discovered, the local map feature is “merged” with the intermediate map feature and the uncertainty of the intermediate map feature updated with the uncertainty of the local map feature. In terms of the notation shown in Fig. 2, $U_{f_0}$ is the uncertainty interval associated with a range line feature in a local map. $U_{f_1}$ is the uncertainty interval associated with the corresponding range line in the intermediate map (base range line). When we merge the new range line in the local map with the range line in the intermediate map, we update the uncertainty of the latter through an approach that we call the “projected interval-based uncertainty update”. This process of updating the uncertainty interval at the IMB level is depicted in Fig. 9(a) and in Eq. (7).

$$U_{f_1} = proj_{f_1}(U_{f_0})$$  \hspace{1cm} (7)

where $proj_{f_1}(U_{f_0})$ stands for the projection of the uncertainty interval $U_{f_0}$ onto a unit vector along the perpendicular to the range line $F_{1}^{1}$.

By the same token, the update of the uncertainty interval associated with a visual point feature in the IMB is given by Eq. (8). Fig. 9(b) illustrates this equation. Note that Eq. (8) is similar to Eq. (7) except that it is missing the “proj” operator. This is because we are now dealing with a feature without any orientational information.

$$U_{f_1} = U_{f_1} \otimes U_{f_0}.$$  \hspace{1cm} (8)
This procedure of merging local map features and the intermediate map features along with the uncertainty update process also occurs in the GMB process with the intermediate map features and the global map features.

3. Local Map Building

For Local Map Building, the very first step that takes place is the collection of range data $D_0$ with a laser scanner. The collected range data consist of points that usually fall on lines along the walls in the corridor. The next step is to fit straight lines to these range points. Thus, the step labeled “Line feature extraction” in box 2 of Fig. 10 is for fitting straight lines to the range values based on the function $f_0$ mentioned earlier.
Then, by the step labeled “Wall plane generation” in box 3 of Fig. 10, a vertical wall plane containing the straight line segment extracted from the range data is instantiated. This is done with the assumptions that the walls in the environment are assumed vertical to the floor and the floor constitutes a horizontal plane. One of the stereo images is then chosen, based on the current position and direction of the robot and the field of view of each of the left and right cameras, to be projected onto the wall plane. As these projections are “accumulated” on the wall plane, we end up with a wall image. The computational steps “Stereo matching” and “Feature selection” in boxes 4 and 5 of Fig. 10 are meant to accomplish what the names imply. SURF [43] descriptors are extracted from the stereo images and matched together to compute the Fundamental Matrix $F$, which is then used to find the transformations required to rectify both of the stereo images. 3D point and 3D vertical line features are subsequently extracted from the rectified images through triangulation and through the use of the extended Hough transform (see Fig. 4(f)). It is noteworthy to mention that in order to affix the stereographically reconstructed images to the wall planes correctly (box 6), we need accurate calibration between the laser range sensor and the stereo cameras on the robot (see Fig. 4(d) and (e)). Thus, the success of this step is highly dependent on the uncertainty $U_{\Delta_{01}}$ mentioned earlier. In box 7, an interpolation procedure is used to uniformly sample the projection of the wall images onto the wall planes. The wall planes are assumed to be of a predefined height. In the experiments reported in Sections 6 and 7, we assume the height of the ceiling to be a constant (240 cm), although small variations from this height have never caused any problems in our experiments. In the rest of this section, we will explain in greater detail some of the steps listed in Fig. 10.

### 3.1. The data fusion from the range data to the vision data

Fig. 11 shows the overview of the stereo reconstruction algorithm using the range data. Note that, this overview is the detailed version of Step 4 though Step 6 in Fig. 10. First of all, we transform the pair of the original stereo images into the rectified images with the stereo calibration information obtained by applying Zhang’s algorithm [40] (Step 1). For the next step we first determine whether or not the robot has detected hallway corner points and/or jump discontinuities in the range data collected at the position of the robot. If such points are detected, that implies that the camera images correspond to more than one wall plane in the hallway. In this case, vertical lines corresponding to such points in the range data are projected into the rectified camera images (see Fig. 4(g)). This constitutes a vertical partitioning of the rectified images as represented by Step 2 in Fig. 11. Obviously, if corner points and/or jump discontinuities are not detected, the full rectified images constitute the vertical partitions.

Note that when the vertical lines corresponding to the detected jump discontinuities are projected into the rectified camera images, they may not correspond exactly to the visible vertical lines in the images. There can be a discrepancy between the vertical line projected from the range data and the visible vertical line at the corner point (see Fig. 4(h)). This discrepancy is caused mostly by the differences in the sampling resolutions of the camera images, on the one hand, and the range point data, on the other. This error is minimized by adjusting the relative locations and orientations between the range features and the visual features.

---

4 Our mapping approach may not produce acceptable results when the space being mapped has fewer planar walls, if the walls are too curved, or if there are objects/people moving around during map construction. We have discussed these “failure modes” of our work in Section 6.1.
at a corner and both wall planes are visible to the range sensor, fixing the location of the corner is easy because it is trivially the intersection of the range lines corresponding to the wall planes.

However, when only one of the two wall planes which are visible to the range sensor meets the corner, getting a fix on the corner point is more challenging. Consider the blocked area depicted in Fig. 13(a). Such corner points will give rise to jump discontinuities in the range line for that section of the hallway.

The problem of localizing a corner point at a jump discontinuity is made difficult by the fact that, regardless of the angular resolution of the range sensor, when walls are oblique to the line of sight of the range sensor or walls are far from the robot, the vertical overlap between successive samples on the wall being 6.98 cm apart. That is fairly low resolution if the goal is to localize a corner accurately.

This problem with hallway corner localization can be mitigated by using the higher resolution provided by the vision sensors—provided, of course, the corner is visible as a vertical line feature in the camera images and provided that we can solve the stereo correspondence problem for the line feature. The cameras mounted on the robot have a field of view of roughly 64° and we typically have 640 pixels in each scan line. This translates into an angular horizontal resolution of roughly 0.1°, which means that the successive pixels sample the wall points 1.396 cm apart. By the same analysis, the vertical resolution on the wall is found to be 1.5 cm. So, under the very best circumstances, the stereo process may localize a corner in the hallway with 1.396 cm horizontal resolution. (Though this example ignores the intrinsic parameters of the camera and the relative location of the camera with respect to the range sensor, it still provides an approximate comparison for the different sensory resolutions in our system.)

In the rest of this section, we will describe how we use stereo vision to carry out a precise localization of the hallway corner that gives rise to a jump discontinuity in the range data (see Fig. 13(b)).

This localization consists of the following four steps:

- We first backproject the portion of the view angle that corresponds to the jump discontinuity of the range data into each of the stereo images.
- We find the vertical lines in the backprojected regions in both the image planes using the extended Hough transform [44]. Then by using a similarity measure, we find the corresponding pair of vertical lines in the two images. Triangulation on the corresponding pair of lines yields a set of 3D vertical lines in the hallway, \( F^L_{10} \). Should the set include more than one vertical line, we use the following step to select the line that corresponds to the jump discontinuity.
- We extend the wall planes neighboring the jump discontinuity until both the extended wall planes can be seen by the stereo vision. This step determines the possible regions on the extended wall planes for the placement of the 3D lines reconstructed from stereo vision.
- In order to obtain the updated boundary of the left wall plane near the jump discontinuity, we choose the rightmost 3D vertical line in the uncertainty bound of the left wall plane with respect to the Camera Coordinate Frame as the vertical line corresponding to the jump discontinuity in the range data. (The uncertainty bound associated with a wall plane was defined previously in Section 2.) On the other hand, in order to obtain the updated boundary of the right wall plane near the jump discontinuity, we choose the leftmost 3D vertical line in the uncertainty bound of the right wall plane. This is illustrated in Fig. 13.

Fig. 14 shows two typical experimental results that illustrate the benefits of the wall plane boundary correction described above.

4. Intermediate Map Building

Fig. 15 presents an overview of the IMB process. First, the Intermediate Coordinate Frame is initialized by setting it equal to the first Local Map Coordinate frame (Step 1). Subsequently, IMB for the current rotational orientation of the robot can proceed as explained in the previous section (Step 2). For additional local maps taken at different rotational orientations of the robot (but with the robot at roughly the same translational position), the robot orientation and translational information obtained from the wheel encoder is used to locate the newly acquired local map features in the Intermediate Coordinate Frame (Step 3). However at this point, due to the uncertainties associated with robot motions, the local map features and the corresponding intermediate map features will not be exactly aligned. This entails correcting the map feature information and the robot location information by adjusting the orientations and the positions of the corresponding features.

As a first step in establishing feature correspondences between the local map features and the intermediate map features, the system seeks out the set of range line candidates for matching between two maps—based on the slopes, relative locations of the range line features and the intersection of their uncertainty regions (Step 4). After such range-data line correspondences have been established, the local map range-data lines are added to the intermediate map (Step 5). Using these range line correspondences, we adjust the orientation of the robot and the map features with respect to the Intermediate Coordinate Frame (Step 6).

With the relationship thus established between the corresponding range line features at each robot position, we can apply one of two different types of adjustments to the locations of the robot and the map features. If the corresponding range lines are more or less parallel to one another, such adjustments can only be made in a direction that is perpendicular to the range lines. However, when intersecting range lines are available, the adjustments can be made to both the coordinates of the robot position and the features in a constructed map (Step 8).

This brings us to the IMB steps that involve both stereo vision and range data. By matching corresponding point features from the local wall images and the intermediate wall images (Step 9), we estimate the average of the location differences between the corresponding point features from the two maps. When adjusting the locations of the features with this difference, we can apply additional corrections to the location of the robot (the translation components) and to the locations of the features with respect to the Intermediate Coordinate Frame (Step 10).

At the end of each iteration of the IMB process that involves merging of the local map features with the intermediate map features (Step 11), the resulting updated feature locations are stored in the intermediate map for GMB. Finally, when there is no longer a need to build any additional local maps, the IMB process also comes to a stop. At that point, the robot engages in the GMB process (Step 13).

Note that the explanations in this section for the map feature relocation, the map feature merging, the robot location correction, and the uncertainty bound update rule are also applied to the GMB process.

4.1. Finding feature correspondences between a Local Map and an Intermediate Map

As the robot rotates at roughly the same translational position in order to collect different local maps, the robot makes sure that there is an angular overlap between successive rotational orientations of the robot. This step, which helps the robot situate a new Local Coordinate Frame within an Intermediate Coordinate
Frame, involves finding features matches between a new local map and the intermediate map accumulated so far.

Let us assume that we have a new observation $Z$ of a feature from a new local map and we have $n$ possible candidates $X_t$, $t = 0 \cdots n - 1$, in the current intermediate map that could potentially be matched with $Z$ within the corresponding uncertainty bounds $(U_t)$. Then we can find the best correspondence $X^*$ for the observation $Z$ through the maximization of the probability that the global feature that corresponds to $Z$ is $X_t$. This is expressed by [45]:

$$X^* = \arg\max_{X_t} \Pr(X_t | Z, U_t) .$$

(9)

With Bayes’ rule, this equation can be transformed into the following equivalent form:

$$X^* = \arg\max_{X_t} \eta \Pr(Z | X_t, U_t) \Pr(X_t | U_t)$$

(10)

where $\eta$ is the normalization factor. As long as the feature $X_t$ is in the uncertainty bound $U_t$, we can set $\Pr(X_t | U_t)$ to the same value for all $t$. This implies that the above is equivalent to:

$$X^* = \arg\max_{X_t} \Pr(Z | X_t, U_t) .$$

(11)

In order to obtain $\Pr(Z | X_t, U_t)$, we suggest a cosine similarity measure $\text{Sim}_\nu(Z | X_t, U_t)$ where $\nu$ is the matching criterion within the uncertainty $U_t$. The probability $\Pr(Z | X_t, U_t)$ can be expressed as

$$\Pr(Z | X_t, U_t) = \frac{\sum_{t=1}^{n} \text{Sim}_\nu(Z | X_t, U_t)}{n}$$

(12)

therefore our matching criteria is equivalent to,

$$X^* = \arg\max_{X_t} \text{Sim}_\nu(Z | X_t, U_t) .$$

(13)

4.2. Relocation of the local map features and the robot in the Intermediate Coordinate Frame

With the approximate knowledge of the robot position/orientation as provided by the wheel encoders, the local map features can be positioned (albeit only approximately initially) in an intermediate map. The location parameters associated with these features
must subsequently be corrected by enforcing the geometrical constraints available at the intermediate map level.

Given the matched sets of corresponding features from the local map and the intermediate map, the current estimate of the orientation of the robot is refined, and from the corner points, the $x$, $y$ location of the robot is made more precise.

However, if the robot finds itself in a long hallway or encounters jump discontinuities, it is possible that there are insufficient number of corner points to estimate the translational error for the new map features. By extending the range lines that are not parallel or not close to parallel, we obtain the intersections for each pair of lines, which we call “virtual corner points”. The vector from the intersection of the local map features to those of the intermediate map features should be the translation error for the map features and the robot locations. By averaging those vectors, we can adjust the location of the new map features and the location of the robot. We should also mention that the previous correction with regard to the robot location constitutes only one part of the correction procedure to obtain higher localization accuracy of the robot. The other part of the correction procedure was mentioned earlier in Section 3.1 in which the vertical lines at jump discontinuities in the range data are matched with the stereo-reconstructed 3D vertical lines. These steps were previously illustrated in Fig. 12.

### 4.3. Wall image merging

For each merged intermediate range line feature, we have the corresponding wall image. In order to find the face (normal direction) of the merged wall image, we choose one of the wall images as a “base wall image” and then merge all other wall images into the wall plane of the base wall image. The base wall image is chosen on the basis of its yielding the highest average number of projected pixels on the corresponding wall plane on a per unit area basis. Obviously, the farther or more oblique a wall plane is in relation to the camera system, the smaller the number of interesting pixels on a unit-area basis in the wall image.

With regard to the merging of images with the base wall image, the merging process uses acquired features extracted using SURF. The main challenge here is dealing with the fact that, in general, the images will be of uneven quality on account of image-to-image variations in illumination, variations in viewpoint with respect to the orientation of the wall, etc. Therefore, care must be exercised in the selection of pixels used for the merging process. From the pixels that exist in the overlapping regions of the images, we choose those that are in close proximity to other pixels. Close proximity usually implies higher resolution and, thus, higher local image quality.

Fig. 16 shows an example of the result of wall image merging when each of the two images has its own sharp and blurry regions in the overlapping region. Fig. 17 shows an example of the result of wall image merging between several local maps into an intermediate map. It is important to mention that the visual quality of the resulting map as in Fig. 17 is only guaranteed provided that there are sufficient number of feature correspondences required to find the different transformations needed for stitching of the maps. Fig. 18 shows an example when this condition is not satisfied. In such a case, we rely on the placement of the wall images corresponding lines in the intermediate/global map to do the merging.

For the final step in the IMB procedure, we attach the global wall image onto the corresponding global wall plane while we align the left-upper pixel of the base wall image on the original location in the merged wall plane.

### 5. Global Map Building

The global map is a merged collection of the intermediate maps that are built at different locations in the environment. The GMB procedure consists of the following two steps: (1) merging of the latest intermediate map into the global map constructed so far while maintaining the consistency of the corresponding map features. This step is the same as the merging of the latest local map in an intermediate map, the only difference being that whereas the different intermediate maps for global map construction involve different translational positions of the robot, the different local maps that go into an intermediate map involve different rotational orientations of the robot. (2) determination of the next map building location with respect to the open passages that are available to the robot. For selecting the next map building location, the robot uses the depth-first heuristic for the simply reason it seems
more natural to the exploration of the hallways typically encountered in institutional buildings.

6. Experimental results on the visual quality of the constructed maps

It should be obvious that the visual quality of the maps constructed by the SLAM framework presented here would depend critically on how the uncertainties in the different sensor are managed and how the more reliable sensors are given priority in establishing bounds on the uncertainties associated with the features extracted from the less reliable sensors. One can also expect the visual quality to depend on the various environment conditions such as the illumination and contrast variations and the availability of sufficient salient features required to find the different transformations to do the stitching process.

Some of the results we presented earlier bear testimony to the visual quality of the maps as several local maps are merged together to form intermediate maps (see, for example, Fig. 17 that was presented earlier in Section 4.3). As stated earlier, the high visual quality of those results depends on whether or not a sufficient number of feature correspondences can be established between the different local maps. But that is to be expected. Even human beings can get disoriented in long featureless corridors.\(^5\)

To give the reader a sense of the visual quality of the maps at a more global level, we present Fig. 19(a) as a 3D map constructed by our robot for the hallways immediately outside our laboratory at Purdue. This map was reconstructed using a PowerBot robot from ActivMedia shown in Fig. 3(a). The robot comes equipped with one SICK LMS-200 2D laser range sensor and a PC type computer consisting of a Pentium 4 processor with 1 GB RAM running at 2.4 GHz. Additionally, we installed two Sony EVI-D100 cameras on a customized superstructure mounted on the robot.\(^6\)

To give the reader a sense of the size of the space mapped in Fig. 19(a), the longer straight hallway in the map is about 16 m long. Fig. 19(b) and (d) presents a sampling of the intermediate and the local maps that went into the reconstruction shown in Fig. 19(a).

A total of 54 local maps and 18 intermediate maps were used in the construction of the global map shown in Fig. 19(a). Each intermediate map is constructed from three local maps recorded at three different orientations, roughly 45° apart, of the mobile robot. We determined experimentally that this small number of local maps is sufficient to construct intermediate maps (that are eventually integrated into a global map). The translational distance between two successive positions for constructing the intermediate maps is roughly 2.5 m. The actual corrected trajectory and positions of the robot are shown in Fig. 20. The red circles represent the translational positions of the robot, with an intermediate map being constructed at each such position, and the radially outward

\(^5\) When they do not, it because of higher level cognitive cues, such as the distance traveled along a corridor in relation to its length in their mental maps of the corridor.

\(^6\) Please note that we do not use any of the robot’s vendor-supplied software packages, such as Mapper3, in our map building routines. That is because these packages are not suitable for our real time implementation and our interval-based uncertainty calculus.
6.1. Failure modes in our map building system

The robotic mapping framework we have presented is based on certain key assumptions that, if violated, can result in the degradation of the quality of the constructed maps. One of the key assumptions is that the space to be mapped is delineated by planar walls and that there are no moving objects in the environment within sensing range of the robot. Typical corridors constitute a primary example of the interior space that our mapping framework can handle. If the walls are curved or if the space contains pillars and such, our mapping framework will try to create a planar approximation to the curved vertical surfaces. Such approximations break down for obvious reasons when the vertical surfaces are strongly curving. Figs. 4(m) and 21(a), which show a round trash can be constructed as a part of the scene, demonstrate that our system can handle a good amount of curvature in the vertical surfaces. For an opposite case when our system performs poorly in the presence of non-planar surfaces, Fig. 21(b) shows the reconstruction of a scene with a human standing by a doorway. The fact that our system also cannot handle objects moving about within the sensing range of the robot during map construction is illustrated in Fig. 21(e).

7. Experimental evaluation of loop closure errors and the overall localization accuracy

The visual quality of the reconstructed structures as illustrated in the previous section is obviously important for establishing the validity of our hierarchical sensor fusion architecture. At the same time, it is equally important to give the reader a sense of the localization accuracy and the loop closure errors in our system. The localization accuracy of the robot for the reconstructed map shown in Fig. 19 is approximately (-0.12 m, 0.05 m, -0.6°) in terms of the final robot pose (x, y, φ). This is computed by comparing the final map with the ground truth obtained from the architectural blueprint of the mapped area.

As we mentioned in the Introduction, over the years, the loop closure error has become an important metric of the overall accuracy of a SLAM system. The topic of loop closure for SLAM robots is a full-fledged research subject into itself, as it involves issues such as view invariance of landmarks, recognition of landmarks and local maps visited earlier, estimation of the positional discrepancy between the actual position of the robot and where it thinks it is after the robot has determined it is seeing a previously visited location, and, finally, techniques for closing the loop. The scope of our paper does not include those issues, our focus being merely to present a new approach to the hierarchical management of multi-sensor uncertainties to improve the quality of data fusion for the purpose of making maps of high visual quality. Nonetheless, it is important for us to demonstrate the loop closure errors associated with our SLAM procedures.

Since the magnitude of loop closure errors can be expected to be proportional to the length of loop traversals, we believe it is important to show how these errors vary as the hallway traversals become longer. Toward that end, we present in the rest of this section our loop-closure error results in three different ways: (1) loop-closure error for a small loop; (2) the same for a large loop; and, finally, (3) a table that illustrates such errors as a function of the length of the loop. For additional experimental support, we provide a comparison between our results and the results obtained with the GMapping system [32]. The GMapping system is a state-of-the-arts open source technique for SLAM. It is based on using the Rao–Blackwellized particle filter in which each particle carries an individual map of the environment. The source code for GMapping is available from the OpenSlam website.

Fig. 22 shows our typical loop closure errors in a relatively small hallway system presented schematically in Fig. 22(a). The total path length around the loop in this case is about 100 m and the loop closure error, shown in Fig. 22(b), is approximately (0.91 m, -0.62 m, 1.2°). Fig. 22(c) and (d) shows the results obtained with GMapping for the same environment, the former with 30 particles and the latter with 60 particles. The data used in all these maps.
constructions consist of sets of 3 local maps taken 45° apart at each translational position of the robot and with an interval of roughly 2.5 m between successive locations at which the local maps are recorded. As the reader will recall, in our framework, the three local maps at each translational position are combined into an intermediate map. Except for the number of particles used, the GMapping code was run with default settings. The number of particles used in Fig. 22(d), 60, produced the best result with GMapping. Comparing our results in Fig. 22(b) with the best result produced by GMapping as shown in Fig. 22(d), it would be fair to claim that our results are somewhat “cleaner” than those obtained with GMapping.

We will now show the comparative results for the case when the size of the space is much larger than was the case in the previous study. Fig. 23(b) shows the 2D line map reconstruction with our framework for the interior space that is presented schematically in Fig. 23(a). The length of the loop in this case is

Fig. 19. An example of a global map constructed by the SLAM system presented in this paper. Also shown is a sampling of the intermediate and the local maps that went into the reconstruction.

Fig. 20. Data collection points for the local maps during a run of the experiment.

Fig. 21. The affects of the presence of curved walls and moving or movable objects in our map building system.
roughly 250 m. The loop closure error with our framework in this case is about \((-1.8 \text{ m}, 0.55 \text{ m}, -2.5^\circ)\). Fig. 23(c) and (d) shows the GMapping results for the same environment with the same data that was collected for the result shown in Fig. 23(b). It is obvious that our results are superior to those obtained with GMapping. We noticed that, the problem that GMapping runs into is that the large translational intervals (2.5 m) that we use between successive data collection points causes GMapping to base its particle filter on a proposal distribution that uses odometry motions. However, such can be expected to be erroneous on account of the differential slippage between the wheels. It is possible to get better quality map constructions with GMapping but at the cost of vastly more data. Fig. 24 shows higher quality GMapping reconstruction that is based on 9 local maps 45° apart, with the translational positions being only 50 cm apart (as opposed to our framework needing only 3 local maps at each translational position that are 2.5 m apart). Even though the GMapping result in Fig. 24 is good, note that it still suffers from a serious defect: the overall orientation of the reconstructed map is about 45° off from its true orientation. Besides using vastly more data, the result shown in Fig. 24 also uses a large number of particles—90 to be exact.

To give the reader an idea of how the loop closure error varies with the distance traveled in the hallways for our framework, Table 3 shows the loop closure error as a function of the length of the loop for four different experiments.

<table>
<thead>
<tr>
<th>Hallway length (m)</th>
<th>Loop closure error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(x) (m)</td>
</tr>
<tr>
<td>60</td>
<td>-0.52</td>
</tr>
<tr>
<td>100</td>
<td>0.91</td>
</tr>
<tr>
<td>190</td>
<td>-1.4</td>
</tr>
<tr>
<td>250</td>
<td>-1.8</td>
</tr>
</tbody>
</table>

8. Conclusion and discussion

In this paper, we have proposed a new hierarchical approach to fusing data from disparate sensors, vision and range in our case, for constructing 3D maps of high visual quality and for achieving high-precision robot localization in the constructed maps. The core part of our contribution lies in how the uncertainties are managed with interval based logic. This logic allows our system to fuse information extracted from the sensors at different levels of abstraction. Our uncertainly management logic also allows our system to automatically place greater trust in a sensor if, based on the uncertainties associated with the features extracted from the sensor data, it can be considered to be more reliable.

Our map building architecture works well in environments that consist of planar walls (or curved walls that can be approximated by consecutive strips of planar walls). One way to extend our...
research would be to remove the assumption of planarity that we associate with the interior structures that need to be mapped. Another important research direction in the future would be to incorporate in our map building logic different procedures for loop detection and loop-closure error elimination.

Fig. 24. GMapping result (90 particles were used) using the new data for the MSEE-building second floor.
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