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Abstract: In parallel database systems the partitioning methods considered in current researches are static. This research paper presents a partitioning method to divide the database relations into dynamic horizontal partitions. Every partition contains some tuples of the database relation. These partitions will be checked using the subsets generated from the integrity constraints during the test verification process. Furthermore, the integrity of these partitions will be enforced by the generated integrity rules. It presents the algorithm of distributing the integrity test(s) among the horizontal partitions. As our intention is to parallelise the execution of the integrity tests, the relations specified in the test are dynamically partitioned into several parts based on the number of available processors. Each processor checks the validity of the test concurrently by accessing the partition assigned to it.
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1 Introduction

Depending on the actual SQL statement, some databases may use static or dynamic partitions. Static partitions occur at compile-time, with the information about the partitions accessed beforehand. Dynamic partitions occur at run-time, meaning that the
exact partitions to be accessed by a statement are not known beforehand. A sample scenario for static partitions is an SQL statement containing a WHERE condition with a constant literal on the partition key column. An example of dynamic partitions is the use of operators or functions in the WHERE condition.

Parallel database systems are used to process a unit of execution (a transaction) in a parallel manner. That is, a transaction can be executed by multiple networked computers or processors in a unified manner.

In distributed database systems, data fragmentation is implemented to split a relation into logically related and correct parts. A relation can be fragmented in two ways: the first is horizontal fragmentation which is a horizontal subset of a relation that contains those of tuples which satisfy selection conditions. The second is Vertical fragmentation which is a subset of a relation which is created by a subset of columns.

Integrity constraint maintenance usually goes through several phases starting from declaring constraints (known as constraint specification) i.e., stating declaratively what constitutes are semantically allowed for database state and also what should be done if constraints are invalidated (Grefen, 1992; Martinenghi, 2005). The next phase is concentrated on investigating the generated set of constraints together to guarantee the consistency.

The process of maintaining the integrity in parallel databases is different from the process used in centralised and distributed databases in which the database relations are horizontally partitioned. Intervention of the user when he/she decides to abort the update at commit time without repair action(s) in the event of constraint violation is also inefficient since rollback and recovery must occur at all partitions which are affected by the update operation. Thus, this research focuses on proposing an approach for horizontal partitioning. This approach is mainly used for partitioning parallel database relations for test verification process. The tuples in each partition are indexed according to the test attribute of the generated integrity subtests. So each processor will access a specific partition.

The tuples in the database relations are required to be settled properly for test verification using more than one processor. For the settlement of tuples in a parallel database, a static rule partitioning method is presented in McCarroll (1995). Based on this method, checking is performed by accessing the tuples in a sequential manner. Therefore, more time is required to perform the test.

This research paper considers the algorithm of generating simplified integrity tests presented in Hanandeh et al. (2013) which could be used to automatically verify that database updates do not introduce any violation of integrity. Throughout this research the example job agency database is used, as given in Table 1. This example is taken from Wang (1992) with some modification.

Table 1  The relations of the job-agency database

<table>
<thead>
<tr>
<th>Relations</th>
<th>Intended meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person (pid, pname, placed)</td>
<td>&lt;p, m, d&gt; ∈ Person, p is the id of the person, m is the name of the person and his status whether placed or not is d</td>
</tr>
<tr>
<td>Company (cid, cname, totsal)</td>
<td>&lt;c, e, t&gt; ∈ Company, c is the id of the company’s name e with total salary t</td>
</tr>
<tr>
<td>Job (jid, jdescr)</td>
<td>&lt;j, r&gt; ∈ Job, j is the id of the job description r</td>
</tr>
</tbody>
</table>
Table 1  The relations of the job-agency database (continued)

<table>
<thead>
<tr>
<th>Relations</th>
<th>Intended meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Placement (pid, cid, jid, sal)</td>
<td>(&lt;p, c, j, s&gt; \in \text{Placement}, \text{person } p \text{ is hired in company } c \text{ for job } j \text{ with salary } s)</td>
</tr>
<tr>
<td>Application (pid, jid)</td>
<td>(&lt;p, j&gt; \in \text{Application, person } p \text{ applies for job } j)</td>
</tr>
<tr>
<td>Offering (cid, jid, no_of_places)</td>
<td>(&lt;c, j, k&gt; \in \text{Offering, the company } c \text{ is offering } k \text{ places for job } j)</td>
</tr>
</tbody>
</table>

The remainder of this paper is as follows. In Section 2, we briefly review some of the related work materials. In Section 3, the partitioning strategy used in this research is discussed. Section 4 presents the results and evaluation. Section 5 presents the test verification process by distributing integrity tests according to the new partitioning strategy used in this research. Finally, we conclude in Section 6.

2 Literature review

Simon and Valduriez (1984) have proposed a method for using partitioning and placement information to distribute global constraints into fragment constraints using SABRE distributed database system. The aim is to minimise inter-site traffic. One of the sites is the Query Master Site, which broadcasts details of the updates to other sites at which localised constraints need to be checked. Their method minimises inter-site traffic but fails to handle partitioning strategies of general complexity.

Qian (1989) has presented a method to avoid expensive access to non-local data to minimise the overheads and the complexity of distributing integrity testing at execution time. His method uses partitioning and placement information to derive fragment constraints from global constraints defined on a distributed database. This enables updates to each site to be tested for safety without the need for expensive access to non-local data.

McCarroll (1995) used a theorem proving method for deriving sufficient and complete tests at schema compile-time to ensure that database state will not be violated when the transaction is executed with respect to a constraint. McCarroll (1995) used distributed tests to reduce the amount of data needed to be accessed in integrity enforcement. His approach has parallelised the integrity tests. Specialised run-time support will be needed for effective use of distributed tests. The optimal selection of tests from alternatives also assumes some sophisticated run-time decision making algorithm. The novel feature of the method proposed by McCarroll is the automatic division of integrity tests into subtests, which independently investigate the safety of changes to disjoint sections of a database that is affected by the update transaction. Here, parallelism is exploited in addition to the minimisation of the amount of data accessed by integrity enforcement activity. In addition, there will be no hindrance for the testing to commence.

According to McCarroll’s method the cost of transporting data among several nodes of the database is significant. Such cost is not a critical factor in parallel databases but is critical in distributed databases (Alwan et al., 2010). Now that there are more parallel databases in existence, it might be worth looking closely at their architectures and trying to see how to generate integrity tests, which exploit parallelism better.
The distributed nature of the current large and complex organisations involves a very large number of transactions from their customers/clients (Wen et al., 2011). These data will be accessed and modified from different users at different physical places. Clearly, the integrity of data is essential for any business. To preserve the database integrity, several constraints (conditions) must hold on all valid database states. In this regard, all transactions (insert, update and delete) have to be verified according to a predefined constraint during the run time. Verification process against large databases (Kim et al., 2011) is extremely difficult and takes a long time that negatively affects the efficiency of executing these valuable business transactions.

In Madiraju et al. (2006), a general algorithm was presented for checking global semantic integrity constraints in an XML setting. The presented approach does not require update statement to be executed before the constraint check is carried out and hence any rollback situations are avoided. It achieves speed as the sub constraint checks are executed in parallel. Simple classes of integrity constraints were examined in Grefen (1992), where the parallel constraint checking was considered in this scheme. A limited static integrity constraints algorithm is presented in McCarroll (1995). Furthermore, there is a need to write complex transition axioms to describe the update operations, which is time-consuming and less efficient.

Salwani et al. (2011) present attribute reduction by finding the minimal attribute from a large set of attributes a limited algorithm to the semantic integrity constraints is presented in Madiraju and Sunderraman (2004). Soumya et al. (2008) proposed a technique for relational databases to achieve optimisation of constraint checking process in distributed databases by taking advantage of the parallelism environment, compile time constraint checking, localised constraint checking, and the history of constraint violations. The architecture mainly consists of two modules: constraint analyser and constraint ranker for analysing the generated constraints and for ranking them.

In Matsui and Matsuo (2010), a distributed optimisation algorithm is proposed. An interval partitioning algorithm to solve the continuous constraint satisfaction problem is proposed in Sekhar et al. (2011). The method comprises a dynamic tree search management system that also invokes local search in selected subintervals. Ramification problem refers to the production of indirect effects after the execution of an update in order to ensure the satisfaction of integrity constraints is proposed in Papadakis et al. (2011).

Lena (2014) presents an intelligent fragmentation and replication approach for a distributed database system. With this approach, cloud storage can be enhanced with a semantically-guided flexible query answering mechanism that will provide related but still very relevant answers for the user. The approach combines fragmentation based on a clustering with data replication.

And finally, Rimma and Nicolas (2011) put forward a partitioning advisor that recommends the best partitioning design for an expected workload. Their tool recommends which tables should be replicated (i.e., copied into every compute node) and which ones should be distributed according to specific column(s) so that the cost of evaluating similar workloads is minimised.
3 Parallel database partitioning method

As the generated integrity test will be executed at run-time, the relations will be partitioned according to a specific criterion to be investigated using the generated integrity test. The way of partitioning the relations affects the execution of the integrity test. In this research work, a horizontal method is proposed to partition the relations for parallel database systems. The horizontal method concentrates in generating horizontal partitions of a relation at any time, consisting of groups of tuples based on the generated integrity test(s).

The number of processors determines the number of horizontal partitions during the test verification process. The number of horizontal partitions and the number of tuples in the relation determine the number of tuples in each partition. The horizontal partition will be emitted in different times $t_1, t_2$ such that $(\forall t_1 \forall t_2)(t_2 > t_1)$. The horizontal method is applicable to parallel database systems that work in the architecture of type nothing share.

During the test verification process, the database relations will be split into several partitions and these partitions will be accessed concurrently by the available processors. Partitioning the database relations is a logical process which indexes the database relations and then group the relations into several horizontal partitions based on the generated integrity test. The flexibility of creating the horizontal partitions at any time is considered one of the major benefits of the horizontal method. This is because each processor will be given the same or approximate number of tuples to be evaluated. This will ensure that each processor is given the same amount of workload. Also this method is not restricted to a specific physical or static partitioning. The accessing method used is important to determine the time taken to access the requested tuples based on the generated test. Since each partition has been indexed according to the condition as stated in the test, therefore searching for the tuples that satisfy the condition of the test is easier and faster as compared to the partition without indexing.

The proposed method partitions a relation based on the number of available processors during the test verification process. The main processor is responsible of sending the subtest to all the other processors. Therefore, the main processor will not be involved in the test verification process. The number of tuples, $K$, in each partition is calculated as, $K = \lceil (T / (\text{number of processors} - 1)) \rceil + 1$, where $T$ is the number of tuples of a relation which will be verified by the test.

Test attribute (TA) is the attribute of the generated test that is substituted with the values of the submitted update operation. The generated test may have more than one TA when two or more attributes are being substituted.

The tuples in each partition are indexed based on the TA. A pointer, $j$, points to the first tuple of each horizontal partition. The creation of the horizontal partitions in this approach is defined as follows:

```
CREATE HORIZONTAL PARTITION HPname
ON P
{
    RANK (TA)
    j = 1
```
Do while \( j < T \)
\{
\[\sigma \text{ Between } \{j, K^*i\}(P) \rightarrow \text{partition}[i]\]
\( j = j + K \)
\( i = i + 1 \)
\}
if \( j > T \)
\[\sigma \{j, T\}(P) \rightarrow \text{partition}[i];\]
\}
for \( i \in \{1, 2, \ldots, n\} \), where \( n \) is the number of available processors not including the main processor.

where \( HP \) name is the name of the horizontal partition and \( P \) is the name of the relation. The tuples of each partition of the relation, \( P \) will be indexed based on the TA. \( \text{Proc} - 1 \) is the number of processors which are responsible for checking the integrity subtests.

**Example:** Suppose that there are 130 tuples in the Placement relation, 50 tuples in the Job relation and five processors are available to verify the following generated tests:

\[
\text{comp} \left( T^{\text{Exp}} \right) \leftarrow -\text{Job}(j, \text{‘Director’})
\vee (\exists u \exists p \exists q)(\text{Placement}(u, c, p, q) \land \text{Job}(p, \text{‘Senior Secretary’}))
\]

\[
\text{suff} \left( T^{\text{Exp}} \right) \leftarrow -(\exists w \exists z)(\text{Placement}(w, c, j, z))
\]

These complete and sufficient tests are generated for the constraint (C) \((\forall w \forall x \forall y \forall z \exists u \exists p \exists q)(\text{Placement}(w, x, y, z) \land \text{Job}(y, \text{‘Director’}) \rightarrow \text{Placement}(u, x, p, q) \land \text{Job}(p, \text{‘Senior Secretary’}))\) and the update operation insert (Placement\((e, c, j, s)\)). For the complete test, two relations are involved: Job and Placement. The TA for the Job relation is \( jid \) (substituted with the value \( j \)) and the TA for the Placement relation is \( cid \) (substituted with the value \( c \)). Two horizontal partitions are generated. The first horizontal partition will be created based on the \( jid \) attribute, which will partition the Job relation. The number of tuples in each partition is calculated as, \( K = \left\lfloor \frac{50}{4} \right\rfloor + 1 = 13 \).

The first horizontal partition, \( Hp_{1 \_C} \) is created as follows:

\[
\text{CREATE HORIZONTAL PARTITION } Hp_{1 \_C}
\text{ ON } \text{JOB}
\]
\{
\text{RANK} \ (jid)
\[\sigma \text{ Between } \{01, 13\}(\text{JOB}) \rightarrow \text{partition}[1]\]
\[\sigma \text{ Between } \{14, 26\}(\text{JOB}) \rightarrow \text{partition}[2]\]
\[\sigma \text{ Between } \{27, 39\}(\text{JOB}) \rightarrow \text{partition}[3]\]
\[\sigma \text{ Between } \{40, 50\}(\text{JOB}) \rightarrow \text{partition}[4]\]
\}
According to this horizontal partition, Hp_1_C, the Job relation will be indexed based on the jid attribute. The first 13 tuples of the Job relation are located in partition 1. The second 13 tuples of the Job relation are located in partition 2 and the third 13 tuples of the Job relation are located in partition 3. The last 11 tuples are located in partition 4.

The second horizontal partition will be created based on the cid attribute, which will partition the Placement relation. The number of tuples in each partition is calculated as, K = \( \lceil \frac{130}{4} \rceil \) + 1 = 33. The second horizontal partition, Hp_2_C is created as follows:

```
CREATE HORIZONTAL PARTITION Hp_2_C
ON PLACEMENT
{
  RANK (cid)
    | σ Between {01, 33} (PLACEMENT) → partition [1]
    | σ Between {34, 66} (PLACEMENT) → partition [2]
    | σ Between {67, 99} (PLACEMENT) → partition [3]
    | σ Between {100, 130} (PLACEMENT) → partition [4]
}
```

According to this horizontal partition, Hp_2_C, the Placement relation will be indexed based on the cid attribute. The first 33 tuples of the Placement relation are located in partition 1. The second 33 tuples of the Placement relation are located in partition 2. The third 33 tuples of the Placement relation are located in partition 3. The last 31 tuples are located in partition 4.

For the sufficient test, one relation is involved that is Placement. There are two TA's for the Placement relation, namely cid (substituted by the value c) and jid (substituted with the value j). Only one horizontal partition is generated. The horizontal partition will be created based on the cid and the jid attributes, which will partition the Placement relation. The number of tuples in each partition is K = \( \lceil \frac{130}{4} \rceil \) + 1 = 33. The horizontal partition, Hp_1_S is created as follows:

```
CREATE HORIZONTAL PARTITION Hp_1_S
ON PLACEMENT
{
  RANK (cid, jid)
    | σ Between {01, 33} (PLACEMENT) → partition [1]
    | σ Between {34, 66} (PLACEMENT) → partition [2]
    | σ Between {67, 99} (PLACEMENT) → partition [3]
    | σ Between {100, 130} (PLACEMENT) → partition [4]
}
```

According to this horizontal partition, Hp_1_S, the Placement relation will be indexed based on the two attributes, cid and jid. For the same cid the tuples are indexed based on the jid. The first 33 tuples of the Placement relation are located in partition 1. The second 33 tuples of the Placement relation are located in partition 2. The third 33 tuples of the Placement relation are located in partition 3. The last 31 tuples are located in partition 4.
4 Evaluation and results

In order to evaluate the effect of parallel test verification, the two complete and sufficient tests in the previous section were used to verify database relations consisting of 100,000 tuples each. Table 2 lists the average response time during the test verification process using two to four processors and using the dynamic horizontal partitioning method. The average response time is calculated in milliseconds.

Table 2  Average response time of performing the two complete tests and the sufficient one on relations consisting of 100,000 tuples involving two to four processors and using the dynamic horizontal partitioning method

<table>
<thead>
<tr>
<th>Number of processors</th>
<th>Response time in milliseconds</th>
<th>Response time in milliseconds</th>
<th>Response time in milliseconds</th>
<th>Average response time of the three tests in milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hp_1_C</td>
<td>Hp_2_C</td>
<td>Hp_1_S</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.174</td>
<td>2.353</td>
<td>1.437</td>
<td>1.988</td>
</tr>
<tr>
<td>3</td>
<td>1.98</td>
<td>2.329</td>
<td>1.20</td>
<td>1.836</td>
</tr>
<tr>
<td>4</td>
<td>1.742</td>
<td>1.990</td>
<td>.99</td>
<td>1.574</td>
</tr>
</tbody>
</table>

Also the two complete and sufficient tests in the previous section were used to verify database relations consisting of 100,000 tuples each to specify how the database relations are subdivided into smaller individually addressable units. Table 3 lists the average response time during the test verification process using two to four processors and using the static horizontal partitioning method considered in the literature (Grefen, 1992; Martinenghi, 2005; McCarroll, 1995). The average response time is calculated in milliseconds.

Table 3  Average response time of performing the two complete tests and the sufficient one on relations consisting of 100,000 tuples involving two to four processors and using the static partitioning method

<table>
<thead>
<tr>
<th>Number of processors</th>
<th>Average response time of the three tests in milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.172</td>
</tr>
<tr>
<td>3</td>
<td>2.750</td>
</tr>
<tr>
<td>4</td>
<td>2.309</td>
</tr>
</tbody>
</table>

In the above experiments, we compare the static partitioning approach with the proposed dynamic partitioning one. Clearly, in both approaches the average response time of the tests were shorter when using more processors. Considering the proposed dynamic horizontal partitioning method it is very clear that the average response time of performing the mentioned tests is shorter than performing the same tests with the static partitioning approach.

5 Test verification by distributing integrity tests

During run-time, when an actual update is submitted by the end user, the complete tests as well as the sufficient tests are generated by the algorithm presented in Hanandeh et al. (2013). The generated tests are sometimes composed of disjunctive of subtests. The
verification of the subtests is executed in parallel through all the created horizontal partitions according the approach presented in this research paper.

Event condition action (ECA) is a short-cut for referring to the structure of integrity rules in event driven architecture and active database systems.

This integrity rule consists of three parts:

- the event part, which specifies the signal that triggers the invocation of the rule
- the condition part is replace by the generated integrity test (Hanandeh et al., 2013) that, if satisfied or evaluates to true, causes the action to be carried out
- the action part, which consists of updates or invocations on the local data.

The integrity rules will be verified to select those that may violate the update operation. This is done by analysing each rule and checking whether the operation in the Event part has the same operation and relation as in the update operation, then the rule is selected. For each rule, based on the test specified, the partitioning process is performed. In this work, the horizontal partitioning is applied. The parallel database partitioning method splits the database relations into dynamic horizontal partitions. Each partition contains a portion of the database relation. The distribution of the database relations to different portions depends on the test, Test-C where Test-C is either the \text{comp}(T^{\text{exp}}, \text{Exp}) or the \text{suff}(T^{\text{exp}}, \text{Exp}) test.

6 Conclusions

Centralisation, fragmentation and partitioning of database relations are important to design well and be performed before or during the test verification process. In centralised database systems, the database tables are settled as local to every test being executed. For distributed database systems, the data is physically distributed over the network. The directions of the previous researches were to localise the test verification process. This will reduce the amount of data transfer across the network as well as the number of sites involved. In parallel database systems, the database relations are localised and logically partitioned. The approaches in the literature have considered the static partitioning method to specify how the database relations are subdivided into smaller individually addressable units. Therefore, the partitioning happens before the execution of the checking process. The approach presented in this research work considers the dynamic logical partitioning method. The decision of how the database relations are going to be partitioned for test verification process is done during the run-time process. The approach exploits the generated integrity subtest(s) to decide how the data is going to be partitioned. The TA will be the criterion of the partitioning process. The partitions are indexed based on the TA. The test verification process uses the direct access method. Based on the generated integrity subtest(s) and the dynamic logical partitions, the integrity rules are generated. The action of the integrity rules depends on the condition of the integrity rules, which is one of the integrity subtest(s).
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