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ABSTRACT

Cellular manufacturing has received increasing attention during the past years. The main problem in designing cellular manufacturing systems is cell formation, in other words; grouping parts with similar processing requirements into part families and their relevant machines into machine cells. In the process of forming such manufacturing cells, the designer is faced with the constraint of limited number of cells, therefore the designer needs to specify the number of cells in the design in advance. A number of heuristic methods were developed in the literature to come up with acceptable but not optimal results due to the complexity of these optimization problems. The high performance of computers can be utilized to come up with exact solutions for small batch manufacturing where the number of machines is no more than ten machines. The main objective of this paper is to develop an approach that not only specifies the number of cells in advance but also determines all the possible ways to form p-cells from n-machines. The evolved algorithm will lead to a minimum number of voids and exceptional elements in cells in grouping machines and parts dedicated for cellular manufacturing.
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1. INTRODUCTION

Group technology (GT) is manufacturing philosophy whose main idea is to capitalize on similar, recurrent activities. It is a philosophy with broad applicability, potentially affecting all areas of manufacturing organization [1]. The main idea of group technology is to identify similar manufacturing processes and features, machines are grouped into machine cells based on their contribution to the production process [2]. Cellular Manufacturing (CM) is an application of group technology concept that attempts to identify a collection of similar parts (part families) which can be processed in a manufacturing cell with dissimilar machines. Such an arrangement of machines facilitates complete processing of part families within the manufacturing cell [3]. The input to the GT problem is a zero-one matrix A where a_{ij} = 1 indicates the visit of component j to machine i, and a_{ij} = 0 otherwise. Grouping of components into families and machines into cells results in a transformed matrix with diagonal blocks where ones occupy the diagonal blocks and zeros occupy the off-diagonal blocks. The resulting diagonal blocks represent the manufacturing cells. The ideal situation is one in which all the ones are in the diagonal blocks and all the zeros, off the diagonal blocks [4]. However, this situation is rarely accomplished in practice. Therefore, the most desirable solution of cellular manufacturing systems is that which gives minimum number of zeros entries inside a diagonal block [known as voids] and minimum number of ones entries outside the diagonal blocks [known as the exceptional elements],[5]. Voids and exceptional elements have advance implications in terms of system operations (for more details see [6]. Specifying the number of cells in advance is a managerial decision. This decision is generally based on several factors such as total number of machines to be assigned to cells (cell size), physical constraints on the shop floor, and labor relation issues [7].
The first step in Cellular Manufacturing (CM) is the cell formation (CF). The goal of cell formation is to create separable machine clusters and part families. CF aims at the creation of cells (machine groups), where parts in each cell are processed with minimum interaction with other cells [8]. Many of the cell formation techniques proposed to date configure cells in such a way to minimize the number of exceptional parts or parts requiring processing outside their cells [9]. A void indicates that a machine assigned to a cell is not required for the processing of a part in the cell. The exceptional element is created when a part requires processing on a machine that is not available in the allocated cell of the part. Exceptional elements and voids are the first two problems which will face the designer.

A researcher can find several algorithms in literature to generate cell formation [10, 11,12]. They are used to obtain block diagonal forms to achieve minimum inter-cell movements. The main theme of these algorithms is to re-arrange rows (machines) and/or columns (parts) of the incidence matrix to form a matrix with block diagonal form. The output of any of these algorithms (procedures) with bounded and unbounded cell size are groups of machines. The inputs to the above algorithms come from companies technological experience and knowledge specified in route-sheets. This knowledge is presented in the literature in the form of a zero-one matrix, where the elements of the matrix are defined as:

\[ a_{ij} = \begin{cases} 
1, & \text{if part } j \text{ visit machine } i \\
0, & \text{otherwise} 
\end{cases} \]

Recently, new techniques have been used to solve the cell formation problem. The Bees Algorithm has been used in [13]. In [14] a methodology for forming machine cells based on materials flow has been presented. An evolutionary approach to forming manufacturing cells was presented [15]. A feature-based algorithm using fuzzy sets has been used by [16] to facilitate the formation of manufacturing cells. Researchers in [17] utilized a genetic algorithm approach to the cell formation problem.

The main objective of this paper is to develop an approach that not only specifies the number of cells in advance but also determines all the possible ways to form p-cells from n-machines. The evolved algorithm will lead to a minimum number of voids and exceptional elements in cells in grouping machines and parts will dedicated for cellular manufacturing. The approach is based on Stirling number which is the number of ways to distribute n-distinguishable items into p-indistinguishable cells with no cell empty [18].

The general recursion formula of Stirling number is given below:

\[ A_p^n = A_{p-1}^{n-1} + PA_p^{n-1} \]

Where,

\[ n: \text{ is the number of machines} \]
\[ p: \text{ is the number of cells.} \]

2. DERIVATION OF THE FIVE – CELL FORMATION ALGORITHM

Notation and definitions

\[ A: \text{ the incidence matrix of zero-one element; the rows represent the machines and the columns represent the parts.} \]
\[ a_{ij}: \text{ elements of matrix } A. \]
\[ n: \text{ number of machines} \]
\[ m: \text{ number of parts} \]
\[ C_1: \text{ represents the first cell} \]
\[ C_2: \text{ represents the second cell} \]
\[ C_3: \text{ represents the third cell} \]
\[ C_4: \text{ represents the fourth cell} \]
\[ C_5: \text{ represents the fifth cell} \]
$P^*_5$: number of all possible ways to form 5-cells from $n$-machines.

$|C_1|$: number of machines in the first cell

$|C_2|$: number of machines in the second cell

$|C_3|$: number of machines in the third cell

$|C_4|$: number of machines in the fourth cell

$|C_5|$: number of machines in the fifth cell

$M_i$: the $i$th machine

$S$: All possible states for $C_1$ which contains $M_1$.

$(M_1),(M_1,M_2),..., (M_1,M_2,M_3),...,(M_1,M_{n-1},M_n),...$

$. . . , (M_1 M_2 M_3 ... M_{n-5}), . . . , (M_1 , . . . , M_{n-1}, M_n)

$|C_i|$: number of machines in the $i$th cell

$S_j^n$: Group of elements, the number of these elements $\binom{n}{j}$, each element contains $j$ machines.

$q$: number of equivalent states

$n-4$: maximum number of machines in each cell.

$i$: the $i$th machine

### 2.1 Derivation of the number of states

Assumptions:
1. $C_1$ contains always $M_1$
2. $|C_1| + |C_2| + |C_3| + |C_4| + |C_5| = n$
3. No cell empty

Since $C_1$ contains always $M_1$, then all possible states for $C_1$ is defined as:

**Lemma:**

\[
S = 2^{n-1} - \frac{(n-1)(n^2-2n+6)}{6} - 1
\]

**Proof:**

Since the first state is to put $M_1$ only in $C_1$, and the other $(n-1)$ machines will be put in the other four cells, with no cell empty, then the type of machines distribution for the first state can be done by choosing $\binom{n-1}{0}$ from $n-1$ machines.

The second state is to put $M_1$ with the other machine in $C_1$ and the remainder of the machines will be assigned to the other four cells, with no cell empty. The type of machines distribution for the second state can be done by choosing $\binom{n-1}{1}$ from $n-1$ machines.

The third state is to put $M_1$ with other two machines in $C_1$ and the remainder of the machines will be assigned to the other four cells, such that there is no cell empty. The type of machines distribution for the third state can be done by choosing $\binom{n-1}{2}$ from $n-1$ machines.
The last state is to put \( M_1 \) with the other (n-5) machines in C1 and the remainder of the machines will be assigned to the other four cells, such that there is no cell empty. The type of machines distribution for the last state can be done by choosing \( \binom{n-1}{n-5} \) from n-1 machines.

From the above discussion S can be written as follows:

\[
S = \binom{n-1}{0} + \binom{n-1}{1} + \binom{n-1}{2} + ... + \binom{n-1}{n-5} \quad \text{.......(1)}
\]

But \( 2^{n-1} = (1+1)^{n-1} = \binom{n-1}{0} + \binom{n-1}{1} + ... + \binom{n-1}{n-1} \) \quad \text{.......(2)}

So, from equation 1 and 2, equation 2 can be rewritten as:

\[
2^{n-1} = S + \binom{n-1}{1} + \binom{n-1}{2} + ... + \binom{n-1}{n-1} \quad \text{.......(3)}
\]

Moreover, \( \binom{n-1}{k} = \binom{n-1}{n-1-k} \), then we can rewrite equation 3 as follows:

\[
S = 2^{n-1} - \binom{n-1}{3} - \binom{n-1}{2} - \binom{n-1}{1} - \binom{n-1}{0} \quad \text{.......(4)}
\]

\[
S = 2^{n-1} - \frac{(n-1)(n-2)(n-3)}{3!} - \frac{(n-1)(n-2)}{2!} - \frac{(n-1)}{1!} - 1 \quad \text{.......(5)}
\]

\[
S = 2^{n-1} - \frac{(n-1)(n^2-5n+6+3n)}{6} - 1 \quad \text{.......(6)}
\]

\[
\therefore S = 2^{n-1} - \frac{(n-1)(n^2-2n+6)}{6} - 1 \quad \text{.......(7)}
\]

To illustrate the above lemma, let’s assume that we have seven machines, and these machines have to be distributed to the five cells.

The total number of the type of machines distribution can be calculated using Equation (7) with n=7 as follows:

\[
S = 2^{7-1} - \frac{(7-1)(7^2-2\times7+6)}{6} - 1 = 22
\]

State one:
C1: contains always \( M_1 \), then we have only one type of machines distribution, because this type can be calculated by choosing \( \binom{n-1}{0} \) from (n-1) machines.

State two:
Put $M_1$ with the other machine in $C_1$. We have six types of machines distribution, \((M_1M_2), (M_1M_3), (M_1M_4), (M_1M_5), (M_1M_6)\) and \((M_1M_7)\). The type of machines distribution for the second state can be done by choosing \(\binom{n-1}{1}\) from \(n-1\) machines. \(\binom{7-1}{1} = 6\)

State three:
Put $M_1$ with other two machines in $C_1$. We have 15 types of machine distribution. \((M_1M_2M_3), (M_1M_2M_4), \ldots, (M_1M_5M_7), (M_1M_4M_5), \ldots, (M_1M_6M_7)\)

The type of machines distribution for the third state can be done by choosing \(\binom{n-1}{2}\) from \(n-1\) machines. \(\binom{7-1}{2} = 15\)

Since the maximum number of machines in each cell is equal to \((n-4) = 3\), this means that we have 3 states with 22 types of machines' distribution.

2.2 Derivation of all possible ways to form 5-cells from n-machines

Since we have five cells, then we will choose the cell(s), which contain the first machine. In the case the first cell contains only the first machine \((M_1)\), and the other \((n-1)\) machines will be put in the other four cells (State one). According to Stirling number, the number of all possible types of machines distribution is given by:

\[
P_4^{n-1}
\]

...(8)

The second state is to put $M_1$ with the other machine in $C_1$ and the remainder \((n-2)\) machines will be assigned to the other four cells. According to Stirling number, the number of all possible types of machines distribution is given by:

\[
P_4^{n-2}
\]

.........(9)

In general, the first cell contains the first machine with other \(j\) machines and the remainder \((n-j-1)\) machines will be assigned to the other four cells. So according to Stirling number, the number of all possible types of machines distribution is given by:

\[
P_4^{n-j-1}
\]

....(10)

The summation of all the above states with its corresponding, the type of machines distribution will give all possible ways to form five cells from \(n\) machines and is given by:

\[
P_5^n = \binom{n-1}{0} P_4^{n-1} + \binom{n-1}{1} P_4^{n-2} + \ldots + \binom{n-1}{n-5} P_4^4
\]

......(11)

Equation 11 can be written as:
Applying equation 12 with \( n=7 \) will give 140 possible ways to form five cells from seven machines.

2-3 Steps of the 5-cell Algorithm

Step 1:  
Input the number of machines \( n \)

\( J_1 = -1 \)

Step 2:  
\( j_1 = j_1 + 1 \)

Step 3:  
If \( j_1 > n-5 \) then stop

Step 4:  
Choose machines from group

\( S_{j_1}^{n-1} \) which have \( \binom{n-1}{j_1} \) elements

every element has \( j_1 \) machines

\( j_2 = -1 \)

Step 5:  
\( j_2 = j_2 + 1 \)

Step 6:  
If \( j_2 > n-j_1-5 \) then return to step 2

Step 7:  
Choose machines from group

\( S_{j_2}^{n-j_1-2} \), where every element has \( j_2 \) machines

\( j_3 = -1 \)

Step 8:  
\( J_3 = j_3 + 1 \)

Step 9:  
If \( j_3 > n-j_1-j_2-5 \) then return to step 5

Step 10:  
Choose machines from group

\( S_{j_3}^{n-j_1-j_2-3} \), where every element has \( j_3 \) machines

\( j_4 = -1 \)

Step 11:  
\( J_4 = j_4 + 1 \)

Step 12:  
If \( j_4 > n-j_1-j_2-j_3-5 \) then return to step 8

Step 13:  
Choose machines from group

\( S_{j_4}^{n-j_1-j_2-j_3-4} \), where every element has \( j_4 \) machines
3. NUMERICAL EXAMPLE

To illustrate and test the proposed approach of 5-cell algorithm, we will apply it on an industry problem with six machines and 10 parts, shown below in Fig (1).

The result of applying the 5-cell algorithm steps, gave two optimal solutions with minimum inter-cell movements. Then part assignment is done with minimum sum of voids and exceptions. Fig (2) presents the first optimal solution, while Fig (3) represents the second optimal solution. Both solutions have minimum sum of voids and exceptions equal to 2. The detailed solution of the numerical example is shown in the appendix.

**Table 1.** Machine-part matrix for the numerical example.

<table>
<thead>
<tr>
<th>MACHINES</th>
<th>PARTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
<tr>
<td>1 0 0 0 0 0 0 1 0 1 0</td>
<td></td>
</tr>
<tr>
<td>2 1 0 0 0 1 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>3 0 0 0 0 0 1 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>4 0 0 0 0 0 0 1 1 0 0</td>
<td></td>
</tr>
<tr>
<td>5 0 0 0 0 0 0 0 0 1 1</td>
<td></td>
</tr>
<tr>
<td>6 0 0 0 1 1 1 0 0 0 0</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.** Machine-part matrix for the numerical example.

**Table 2.** First optimal solution for the proposed approach.

<table>
<thead>
<tr>
<th>MACHINES</th>
<th>PARTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 5 6 8 7 2 3 4 9 10</td>
<td></td>
</tr>
<tr>
<td>2 1 1 0 0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>3 0 0 1 0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>4 0 0 0 1 1 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>6 0 0 0 0 0 1 1 1 0</td>
<td></td>
</tr>
<tr>
<td>1 0 0 0 0 1 0 0 0 1</td>
<td></td>
</tr>
<tr>
<td>5 0 0 0 0 0 0 0 1 1</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2.** First optimal solution for the proposed approach.

**Table 3.** Second optimal solution for the proposed approach.

<table>
<thead>
<tr>
<th>MACHINES</th>
<th>PARTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 5 6 8 7 2 3 4 9 10</td>
<td></td>
</tr>
<tr>
<td>2 1 1 0 0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>3 0 0 1 0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>4 0 0 0 1 1 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>1 0 0 0 0 1 0 0 1 0</td>
<td></td>
</tr>
<tr>
<td>6 0 0 0 0 1 1 1 0 0</td>
<td></td>
</tr>
<tr>
<td>5 0 0 0 0 0 0 0 1 1</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3.** Second optimal solution for the proposed approach.
4. SUMMARY AND CONCLUDING REMARKS

Cellular manufacturing is a production strategy for solving certain problems in batch production. The main problem in cellular manufacturing is the formation of product families and machine cells. Particularly, cell formation is an important, critical and difficult step in Cellular Manufacturing.

This paper has presented a special case algorithm for the generation of a 5-cell manufacturing system. The developed algorithm is practical for small sized manufacturing settings where the number of machines available is not more than ten machines. The algorithm provides the optimal solution (including alternative solutions) since it enumerates all possible solutions. Since the cell size is not restricted, the facility designer has the ability to control the cell size and is offered three choices of part assignment to cells, i.e., minimum sum of voids and/or exceptions. This assignment allows for the formation of loose cells with a large number of machines and/or tight cells with a limited number of machines. The proposed approach can also be used for systems with alternative process plans for the parts.
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Appendix

Complete solution of the numerical example

\(n=6, \ m=10\)

Using the recursion formula of Stirling number with \(p=5, \ n=6\) we get:

\[
P_5^n = \sum_{j=0}^{n-2} \binom{n-j}{j} P_4^{n-j-1}
\]

\(P_5^n = 15\), which represents all the possible ways of distributing 6-machines to 5-cells.

The total number of the type of machines distribution can be calculated using Equation (7) with \(n=6\) as follows:

\[
S = 2^{n-1} - \frac{(6-1)6^2 - 26 - 6}{6} = 6
\]

State one:

C$_1$: contains always $M_1$, then we have only one type of machines distribution, because this type can be calculated by choosing \(\binom{n-1}{0}\) from (n-1) machineses, \(\binom{6-1}{0} = 1\)

\(\begin{aligned}
(m_1)(m_2)(m_3)(m_4)(m_5)(m_6) \\
(m_1)(m_2)(m_3)(m_4)(m_6)(m_5) \\
(m_1)(m_2)(m_3)(m_5)(m_4)(m_6) \\
(m_1)(m_2)(m_3)(m_5)(m_6)(m_4) \\
(m_1)(m_2)(m_3)(m_6)(m_4)(m_5) \\
(m_1)(m_2)(m_3)(m_6)(m_5)(m_4) \\
(m_1)(m_2)(m_4)(m_3)(m_5)(m_6) \\
(m_1)(m_2)(m_4)(m_3)(m_6)(m_5) \\
(m_1)(m_2)(m_4)(m_5)(m_3)(m_6) \\
(m_1)(m_2)(m_4)(m_5)(m_6)(m_3) \\
(m_1)(m_2)(m_5)(m_3)(m_4)(m_6) \\
(m_1)(m_2)(m_5)(m_3)(m_6)(m_4) \\
(m_1)(m_2)(m_5)(m_4)(m_3)(m_6) \\
(m_1)(m_2)(m_5)(m_4)(m_6)(m_3) \\
(m_1)(m_2)(m_6)(m_3)(m_4)(m_5) \\
(m_1)(m_2)(m_6)(m_3)(m_5)(m_4) \\
(m_1)(m_2)(m_6)(m_4)(m_3)(m_5) \\
(m_1)(m_2)(m_6)(m_4)(m_5)(m_3) \\
(m_1)(m_2)(m_6)(m_5)(m_3)(m_4) \\
(m_1)(m_2)(m_6)(m_5)(m_4)(m_3) \\
(m_2)(m_1)(m_3)(m_4)(m_5)(m_6) \\
(m_2)(m_1)(m_3)(m_4)(m_6)(m_5) \\
(m_2)(m_1)(m_3)(m_5)(m_4)(m_6) \\
(m_2)(m_1)(m_3)(m_5)(m_6)(m_4) \\
(m_2)(m_1)(m_4)(m_3)(m_5)(m_6) \\
(m_2)(m_1)(m_4)(m_3)(m_6)(m_5) \\
(m_2)(m_1)(m_4)(m_5)(m_3)(m_6) \\
(m_2)(m_1)(m_4)(m_5)(m_6)(m_3) \\
(m_2)(m_1)(m_5)(m_3)(m_4)(m_6) \\
(m_2)(m_1)(m_5)(m_3)(m_6)(m_4) \\
(m_2)(m_1)(m_5)(m_4)(m_3)(m_6) \\
(m_2)(m_1)(m_5)(m_4)(m_6)(m_3) \\
(m_2)(m_1)(m_6)(m_3)(m_4)(m_5) \\
(m_2)(m_1)(m_6)(m_3)(m_5)(m_4) \\
(m_2)(m_1)(m_6)(m_4)(m_3)(m_5) \\
(m_2)(m_1)(m_6)(m_4)(m_5)(m_3) \\
(m_2)(m_1)(m_6)(m_5)(m_3)(m_4) \\
(m_2)(m_1)(m_6)(m_5)(m_4)(m_3) \\
\end{aligned}\)

State two:

Put $M_1$ with the other machine in $C_1$. We have five types of machines distribution. \((M_1M_2),(M_1M_3),(M_1M_4),(M_1M_5),\text{and}(M_1M_6)\). The type of machines’ distribution for the second state can be done by choosing \(\binom{n-1}{1}\) from n-1 machineses, \(\binom{6-1}{1} = 5\)

\(\begin{aligned}
(m_1, m_2)(m_3)(m_4)(m_5)(m_6) \\
(m_1, m_3)(m_2)(m_4)(m_5)(m_6) \\
(m_1, m_4)(m_2)(m_3)(m_5)(m_6) \\
(m_1, m_5)(m_2)(m_3)(m_4)(m_6) \\
(m_1, m_6)(m_2)(m_3)(m_4)(m_5) \\
(m_2, m_1)(m_3)(m_4)(m_5)(m_6) \\
(m_2, m_3)(m_1)(m_4)(m_5)(m_6) \\
(m_2, m_4)(m_1)(m_3)(m_5)(m_6) \\
(m_2, m_5)(m_1)(m_3)(m_4)(m_6) \\
(m_2, m_6)(m_1)(m_3)(m_4)(m_5) \\
\end{aligned}\)

Since the maximum number of machines in each cell is equal to \((n-4) = 2\), this means that we have 2 states with 6 type of machines distribution.

\[
A_4^n = 4A_4^{n-1} + A_3^{n-1}
\]

\(\therefore A_4^6 = 65\), Then we find

After that part assignment will be done with minimum sum of voids and exceptions. It is found that there are two optimal solutions, with minimum sum of voids and exceptions equal to 2. The first optimal solution is \((m_1, m_2)(m_3)(m_4)(m_5)(m_6)\). The second optimal solution is \((m_1, m_4)(m_2)(m_3)(m_5)(m_6)\). The two optimal solutions are shown in Fig (2) and Fig (3), respectively.