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Abstract
In position-based routing algorithms for ad-hoc net-

works, the nodes use the geographical information to make
the routing decisions. Recent research in this field primar-
ily addresses such routing algorithms in two dimensional
space (2D). However, in real applications, nodes may be
distributed in 3D space. In this paper we extend previous
randomized routing algorithms from 2D space to 3D space,
and we propose two new position-based routing algorithms
that combine randomized AB3D routing algorithms with a
deterministic CFace (coordinate face) algorithm. The first
algorithm AB3D-CFace(1)-AB3D starts with AB3D routing
algorithm until a local minimum is reached. The algorithm
then switches to CFace routing using one projected coordi-
nate. If CFace(1) enters a loop, the algorithm switches back
to AB3D. The second algorithm AB3D-CFace(3) starts with
AB3D, until a local minimum is reached. The algorithm
then permanently switches to CFace routing using three
projected coordinates, in order. We evaluate our mech-
anisms and compare them with the current routing algo-
rithms. The simulation results show the significant improve-
ment in delivery rate over pure AB3D randomized routing
(97% compared to 70%) and reduction in path dilation (up
to 50%) over pure CFace algorithm.

1. Introduction

Mobile ad-hoc networks (MANETs) consist of a collec-
tion of wireless mobile hosts that can communicate with
each other without a fixed infrastructure. A node in the
network can communicate directly only with its neighbors
(the nodes within its transmission range). To communi-
cate with nodes outside its transmission range, multihop
routing is used utilizing intermediate communicating nodes.
Since mobile ad-hoc networks may change their topology
frequently and because of the resource constraints, routing
in such networks is difficult. In the past decade, several
adaptive routing protocols for ad-hoc networks have been
proposed to address the multihop routing problem in ad-

hoc networks. Each is based on different assumptions and
concepts. In general, these protocols can be classified in
two basic types: topology based routing and position-based
routing.

Topology based routing protocols define an explicit route
among nodes using the information about the links that exist
in the network.

Position-based routing [1, 2, 3, 4, 5, 6, 10] or online rout-
ing [9, 16] algorithms limit the huge bandwidth required
by topology based routing. The host forwards the message
based on its position, the position of the destination, and the
position of the hosts to which it can communicate directly.
In one class of position-based routing, progress-based algo-
rithms, the current node forwards the packet in every step
to exactly one of its neighbors, which is chosen accord-
ing to some heuristic such as Greedy [5] or Compass [4].
However, progress-based routing methods suffer from the
so-called local minimum phenomenon, in which a packet
may get stuck at a node that does not have a neighbor that
makes a progress to the destination, even though the source
and destination are connected in the network. Many algo-
rithms attempt to deal with this problem. Bose et al. [9]
described a routing algorithm which guarantees the deliv-
ery of the message in a MANET under a geometric planar
graph. This algorithm, called Face routing, uses the right
hand rule to propagate the packet along the interior of the
faces of the planar graph which are intersected by the line
segment connecting the source to the destination. A com-
bination between Greedy routing and Face routing has been
proposed in [9], GFG (Greedy-Face-Greedy), and in [11],
GPSR (Greedy Perimeter Stateless Routing). Initially, these
algorithms make greedy forwarding decisions. If the packet
reaches a region where progress to the destination by greedy
forwarding is impossible, the algorithm enter into recovery
mode by switching to face routing. Once the packet reaches
a node closer to the destination than that node where greedy
forwarding previously failed for that packet, the algorithm
switches back to greedy forwarding again. Face routing al-
gorithms require a planar subgraph to guarantee the deliv-
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ery of the packet. In 3D geometric graphs there may not
even exist faces, thus face routing algorithm can not eas-
ily extended to 3D space. Most of the previous position-
based routing algorithms do not take into account the real-
istic 3D network model. Kao et al. [8] propose a heuristic
for face routing in 3D space called projective face routing
algorithm. Recently in [14], the authors provide a combi-
nation between partial flooding and position-based routing
algorithms for 3D model.

In this paper, firstly, we extend the randomized localized
routing algorithm AB (Above/Below) algorithm [6] from
2D space to 3D space. Secondly, we improve a new version
of projective-face routing algorithms (CFace(i)) for realistic
3D model. Finally, we propose two new 3D-Position-based
routing algorithms which combine randomized AB3D rout-
ing algorithms with CFace(i) routing.

The rest of the paper is organized as follows. In the next
section we define the network model and survey previous
work. In Section 3 we give a detailed description of the
new routing algorithms. We present some experimental re-
sults to demonstrate the much improved performance of the
proposed methods in comparison with existing techniques
in Section 4. Section 5 summarizes our results.

2 MODEL AND PRELIMINARIES

2.1 Network Model

We assume that the set of n wireless hosts is represented
as a point set S in the 3D space. All network hosts have
the same communication range of r, which represented as
a sphere volume of radius r. We define the d(u, v) as the
Euclidean distance between the points u and v, d(u, v) =√

(ux − vx)2 + (uy − vy)2 + (uy − vy)2. Two nodes are
connected by an edge if the Euclidean distance between
them is at most r. The resulting graph is called a unit disk
graph (UDG). Position based routing protocols assumes that
the node knows: (1) The coordinates (x, y, z) of its position,
which can be easily satisfied using GPS; (2) the location of
its neighbors using a periodical exchange of messages; and
(3) the location of the destination, e.g., by using a location
service [1].

The position-based routing task is to find a path from
the source node s to the destination node d. It uses the lo-
cal information at each node to determine how to route the
packet. The algorithm is called randomized position-based,
if any next step taken by a packet is chosen randomly.

We are interested in the following performance measures
for routing algorithms: the delivery rate, which is the per-
centage of times that the algorithm succeeds in delivering its
packet, and the path dilation rate, the average ratio of the
length of the path returned by the algorithm to the length of
the shortest path in the UDG. The path dilation is defined
with respect to the shortest path sp in the UDG since, even
when routing on a sub-graph of the UDG, sp is equal in

length to, or shorter than, any shortest path that may be dis-
covered in a sub-graph. Here the length of the path is taken
to mean the number of edges in the path.

2.2 Geometric Sub-graphs

In addition to the UDG, in this paper we consider the
behavior of the routing algorithms over two sub-graphs of
the UDG. Firstly, the Gabriel Graph (GG) [12] of a graph
G, denoted GG(G), is defined as follows. Given any two
adjacent nodes u and v in G, the edge (u, v) belongs to
GG(G) if, and only if, no other node w ∈ G is located in
the sphere of diameter d(u, v) containing (u, v). Secondly,
the Relative Neighborhood Graph (RNG) [13] of a graph G,
denoted RNG(G), is defined as follows: an edge (u, v) ex-
ists in RNG(G) between the points u and v in G if no other
point w in G is inside the lens formed by the intersection of
the two spheres centred on u and v with radii equal to the
transmission range of each node.

2.3 Related Routing Algorithms

Here we describe the related deterministic routing algo-
rithms:
Greedy Routing[5]: the current node forwards the packet
to the neighbor that minimizes the remaining distance to
the destination. The same procedure is repeated until the
destination node is reached.
Compass Routing[4]: the current node forwards the packet
to the neighbor node that minimizes the angle between the
current node, next node and the destination node. Fig. 1
gives examples of the neighbors chosen by these progress-
based algorithms.
CFace (face coordinate) Routing: based on 2D face rout-
ing [9], which starts by extracting the GG from the UDG.
Then the packets are routed over the faces of GG which are
intersected by the line between the source and the destina-
tion, sd, using the right hand rule. That is, the boundary
of f is traversed in the counterclockwise direction, unless
the current edge crosses sd at an intersection point closer
to the destination than any previously discovered intersec-
tion point. In this case, the algorithm switches to the next
face sharing the edge and continues with the right hand rule.
This algorithm is repeated until the node arrives to the desti-
nation. Face routing algorithm guarantees the delivery only
over 2D planar geometric graph.

Since in 3D faces may not lie in a plane, let alone a plane
containing sd, or may not even exist, this algorithm is not
directly applicable for 3D graphs. The authors in [8] pro-
pose a heuristic using the projective approach to adapt face
routing to 3D graphs. Their algorithm may be summarized
as follows: the points are first projected onto a plane con-
taining the line sd. The face routing is performed on this
projected graph. If the routing fails, the points are then pro-
jected onto the second plane, which is orthogonal to the first



Figure 1. To route from s to d. Greedy
chooses b and Compass chooses c as the
next node.

plane and also contains the line sd. The face routing is again
performed. Here, we define an 3D extension of face rout-
ing, called CFace(3); Algorithm 1 gives a description of the
CFace(3) routing algorithm.

Algorithm 1 CFace(3) Algorithm

Input a graph G(V, E), where V is the set of nodes, and
E is the set of Edges, source node s, the destination node
d.
Output: return false if the packet fails to reach the desti-
nation.
1- Project all nodes in xy plane // node z=0
2- Call Face routing on the projected graph
3- If the packet does not arrive // loop occurs in 2
4- Project the original coordinate of all nodes in xz plane
5- Call Face Routing starting from the original source
6- If the packet does not arrive// loop occurs in 5
7- Project the original coordinate of all nodes in yz plane
8- Call Face Routing starting from the original source
9- If the message does not arrive
10- Return fail
11- Else return success

Randomized AB3D(R,S) algorithms: here we describe
our extension of the AB algorithms presented in [6]. We as-
sume that the current node is c, d is the destination node,
n0 is the closest point to d from N(c) (n0 could be chosen
according to a compass-based measure, but in our simula-
tions this do not lead to better results) and P is the plane
that passes through c, d and n0. See Fig. 2. Each algorithm
has two attributes, which is reflected in our naming con-
vention: AB3D(R,S) where R is one of C (as in Compass)
or G (Greedy), and S is one of U , A, or D. Each routing
algorithm is based on initially determining two candidate
neighbors in addition to n0, one neighbor (n1) of c from
above the plane P , and, similarly, one neighbor (n2) of c

Figure 2. The plane that defined at each step
in AB3D random algorithm.

below the plane P . Out of all the possible neighbors from
above (below) the plane P , n1 (n2) is the one that would
be chosen by the R protocol. Which of these three candi-
date neighbors is actually chosen depends on the symbol for
S. If the symbol is U , then the next node x is chosen uni-
formly at random from n0, n1, and n2. If the symbol is A
or D, then the next node x is chosen from n0, n1 and n2

with probability 1 − pi/(p0 + p1 + p2), where if the sym-
bol is A then pi = θi = � nicd, or if the symbol is D, then
pi = disi = d(ni, d). If one of the nodes is not defined,
then the algorithm uses the rest.

3 Hybrid New Algorithms

Projection face routing [8] and our version of coordi-
nate face routing, CFace(3), give a very good delivery rates
which reach 95% but with a very high path dilation (around
8). See Tables 1 to 3. In the following, we define our two
primary routing algorithms that combine the randomized
AB3D algorithms with CFace algorithm.

3.1 AB3D-CFace(1)-AB3D

Our first hybrid algorithm starts with any one of the
six distinct AB3D(R,S) algorithms. Once a local thresh-
old is passed in terms of the number of hops and we arrive
at a local minimum, the algorithm switches to CFace(1).
CFace(1) traverses one projective plane, which is randomly
one of the xy, yz, or xz planes starting from the local min-
imum c as the new source node. If the destination is not
reached during CFace(1) and looping occurs, the algorithm
goes back to AB3D(R,S) and the count for the local thresh-
old restarts at 0. In this algorithm, the reason for using a
local threshold is based on the algorithm in [2], where al-
though the packet reaches a local minimum it can still be
forwarded to the node with the least backward (negative)



progress. In addition to the local threshold, the algorithm
uses a global threshold to drop the packet if the total num-
ber of hops exceeds the global threshold. AB3D-CFace(1)-
AB3D is given in Algorithm 2.

Algorithm 2 AB3D(R,S)-CFace(1)-AB3D(R,S)

Input a graph G(V, E), where V is the set of nodes, and
E is the set of Edges, source node s, the destination node
d.
Output: return true if the destination is reached or false
other wise.
repeat

Call AB3D routing
if the packet arrive return success;
if (local min) and (path length>Local threshold) then

randomly choose one of the planes xy, yz or xz
Project all nodes on the selected plane
Do Face routing starting from current node c
if the packet reach the destination return success;
else

Continue // back to AB3D routing
end if

until Global threshold is reached

3.2 AB3D-CFace(3)

The main difference between this algorithm and AB3D-
CFace(1)-AB3D is that instead of going back to AB3D if the
first projective plane fails, it tries other projective planes.
The algorithms also start with AB3D(R,S). If a threshold
is reached together with a local minimum, the algorithm
switches to CFace using the xy plane. Again if a loop hap-
pens the algorithm goes to yz plane. Finally, if yz plane
fails, the algorithm switches to xz plane. AB3D-CFace(3)
is summarized in Algorithm 3.

The key advantage of these hybrid algorithms is the im-
provement in performance over randomized AB3D algo-
rithms and CFace algorithm, with a decrease of the large
path dilation caused by CFace routing algorithm. In the next
section, we show the simulation results which illustrate the
advantages of our algorithms.

4 Simulation Results

In this section we describe our simulation environment,
and then we show and interpret our results, comparing our
algorithms with previous published deterministic routing al-
gorithms Greedy, Compass and CFace(3).

4.1 Simulation Environment

In the simulation experiments, a set S of n points (where
n ∈ {65, 75, 95, 105}) is randomly generated in a cube of
side length 100. The maximum transmission radius of each

Algorithm 3 AB3D(R,S)-CFace(3)

Input a graph G(V, E), where V is the set of nodes, and
E is the set of edges, source node s, the destination node
d.
Output: return true if the destination is reached or false
other wise.
1- Call AB3D routing
2-if the packet reach the destination return success
3-if (local min) and (path length > Local threshold)
4-Call CFace(3) algorithm
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Figure 3. The histogram of average node de-
grees of the LCC in 10, 000 generated UDG.

host is set to 25. We set the global threshold to 2n and
the local threshold to n. We first calculate all connected
components in the graph. Then select the largest connected
component (LCC) among all the connected components to
perform the routing algorithms. The source and destination
nodes are then randomly picked from LCC. It is suggested
in [7] to consider simulations with node density per unit
disk of around 5 in 2D environment, which would corre-
spond to the graph with average node degrees of around 4.
Fig. 3 illustrates a histogram of the node degrees for the
graphs with the chosen simulation values n. Graphs with
n > 75 are closest to the node density of interest. An algo-
rithm succeeds if a path to the destination is found. To com-
pute the packet delivery rate, this process is repeated with
100 random graphs and the percentage of successful deliv-
ers determined. To compute the average packet delivery
rate, the packet delivery rate is determined 100 times and
an average taken. Additionally, out of the 10, 000 runs used
to compute the average packet delivery rate, the path dila-
tion is computed. Since we have more than fifteen differ-
ent combinations of the algorithms, it’s difficult to show all
of these combinations, thus we show the some algorithms
which gave the most interesting results. We provide three
separate analyzes. In each of these analyzes we study the
delivery rate and path dilation versus the node density, the



Table 1. Average packet delivery rate, D, and average path dilation, P , and associated standard
deviations, σ, in UDG.

n = 75 n = 95

Algorithms D σ P σ D σ P σ

COMPASS 63.60 5.06 1.03 0.10 65.74 4.47 1.05 0.11
GREEDY 62.56 5.25 1.02 0.07 64.22 4.36 1.03 0.09
CFACE(3) 94.53 2.61 9.87 13.00 95.56 1.95 14.59 19.79

AB3D(C,D) 80.37 4.34 3.02 2.64 85.68 3.65 3.22 3.12
AB3D(C,A) 76.91 4.06 3.41 3.14 84.25 3.32 3.70 3.59
AB3D(G,D) 79.90 3.89 2.99 2.70 84.94 3.53 3.20 3.21
AB3D(G,A) 76.91 3.83 3.35 3.06 83.68 3.65 3.55 3.51

AB3D(C,D):CFACE(3) 97.76 1.63 6.25 9.49 98.04 1.21 6.91 12.46
AB3D(C,A):CFACE(3) 97.49 1.65 7.33 11.12 97.85 1.40 7.58 12.74
AB3D(G,D):CFACE(3) 97.54 1.42 6.37 9.82 97.92 1.30 6.98 12.82
AB3D(G,A):CFACE(3) 97.28 1.61 7.27 10.43 98.04 1.42 7.82 13.68

AB3D(C,D):CFACE(1):AB3D(C,D) 92.90 2.77 4.97 6.84 94.53 2.09 5.35 8.30
AB3D(C,A):CFACE(1):AB3D(C,A) 92.61 2.82 5.84 7.44 94.59 2.11 6.01 8.75
AB3D(G,D):CFACE(1):AB3D(G,D) 92.71 2.74 5.04 6.76 94.15 2.31 5.46 8.64
AB3D(G,A):CFACE(1):AB3D(G,A) 92.13 2.96 5.89 7.77 94.03 2.63 6.09 9.01

threshold and the subgraph type. In all graphs we just show
the best algorithm in each proposed class.

4.2 Observed Result

We present the comparison between different groups
of algorithms in terms of packet delivery rate and path
dilation in Table 1, 2 and 3. For comparison purposes,
we will focus on n = 75, and n = 95. It is immediately
evident form the result given in Table 1 that deterministic
progress-based algorithms (Greedy and Compass) have
the lowest delivery rate (less than 65%) which yields the
low path dilation because the packets that fail to arrive to
the destination is not counted in the path dilation. The
randomized algorithm comes after that with a delivery rate
over 75% and path dilation around 3. The delivery rate
of CFace(3) jumps to 94%, but this algorithm has by far
the worst path dilation (around 9 for n = 75), our new
algorithm AB3D-CFace-AB3D almost reaches the delivery
rate of CFace(3), but it decreases the path dilation by
50%. The best delivery rate with over 97% is found in
AB3D-CFace(3) and also has a lower path dilation than
CFace(3) algorithm. We find, from Tables 1 to 3, that the
algorithms based on AB3D(C,D) and AB3D(G,D) have the
best performance in terms of deliver rate and path dilation.

Effect of using a sub-graph of UDG for routing In
Fig. 4 we can see the influence of the sub graph over
the delivery rate. In Fig. 5 we show the influence of the
sub-graph over the path dilation. First, in terms of delivery
rate, as expected, the deterministic and randomized AB3D
algorithms delivery rate decreased over both GG and RNG
graphs, due to potentially fewer neighbours available in
the progress direction. Our new hybrid algorithms have

roughly the same best performance on all three graphs.
CFace(3) has the best delivery rate on Gabriel sub-graphs,
followed by RNG and then on UDG. This can be explained
also by considering the number of edges; fewer edges
implies fewer crossing edges in the projected face which
means less chance for the packet to enter a loop. In terms
of the path dilation, the algorithms depend on AB3D
have the best path dilation over UDG graph, but in both
Gabriel sub-graph and relative neighborhood graph the
path dilation is increased for the same reason mentioned
above. On these subgraphs, CFace(3) algorithm the path
dilation has been decreased obviously because there is less
chance for the packet to enter a loop, which means no new
projective planes.

Effect of the network density In Fig. 6 we illustrate
the effect of the number of nodes (network density) on
the performance of the algorithms. In all the algorithms,
as the number of nodes increased the delivery rate also
increased. This is because most of the proposed algorithms
depend on the randomized AB3D which means there is a
better chance for a good route to the destination. When
n equal to 65 the delivery rate does not follow the above
trend, because LCC is very small, which implies that the
path between any pair of nodes is relatively short. Fig. 7
shows how the path dilation is effected by the network
density. Because increasing the number of nodes implies
increasing the possibility for long detours being discovered
during randomized routing, the path dilation is increased.
For CFace(3) there is an increase in the number of crossing
edges, which means greater chance for entering into loops,
therefore increasing the probablity of having to project to
the second and third plane.



Table 2. Average packet delivery rate, D, and average path dilation, P , and associated standard
deviations, σ, in GG.

n = 75 n = 95

Algorithms D σ P σ D σ P σ

COMPASS 60.95 4.81 1.02 0.07 62.53 4.67 1.03 0.08
GREEDY 60.43 5.18 1.02 0.06 62.47 4.47 1.03 0.08
CFACE(3) 95.03 2.30 8.73 10.55 94.83 2.24 11.58 14.33

AB3D(C,D) 79.96 3.78 3.60 3.17 84.27 3.34 3.86 3.36
AB3D(C,A) 75.39 4.57 4.20 3.99 81.93 4.19 4.56 4.07
AB3D(G,D) 79.60 4.26 3.59 3.19 84.38 3.86 3.86 3.41
AB3D(G,A) 75.44 4.76 4.18 3.92 81.10 4.15 4.48 4.04

AB3D(C,D):CFACE(3) 97.80 1.59 6.51 8.14 98.05 1.22 6.83 9.49
AB3D(C,A):CFACE(3) 97.47 1.59 7.93 9.48 97.64 1.62 8.11 10.96
AB3D(G,D):CFACE(3) 97.67 1.38 6.51 8.24 97.90 1.45 6.80 9.34
AB3D(G,A):CFACE(3) 97.46 1.59 7.84 9.52 97.69 1.65 8.27 10.84

AB3D(C,D):CFACE(1):AB3D(C,D) 93.70 2.56 5.56 6.30 94.55 2.20 5.74 7.08
AB3D(C,A):CFACE(1):AB3D(C,A) 92.77 2.76 6.90 8.08 94.52 2.43 6.99 8.55
AB3D(G,D):CFACE(1):AB3D(G,D) 93.12 2.46 5.53 6.41 94.52 2.22 5.93 7.45
AB3D(G,A):CFACE(1):AB3D(G,A) 92.39 2.82 6.85 7.64 94.16 2.43 6.90 8.40

Effect of the threshold Figs. 8 and Fig. 9 show the ef-
fect of varying the threshold value on the average delivery
rate and average path dilation of all studied algorithms. We
find that when the threshold is set to n the relative behavior
of the algorithms is established and the difference between
algorithms is clear. The delivery rate of all algorithms can
been increased by increasing the threshold, and this is very
clear with the AB3D algorithm. Since the increasing of the
delivery rate means more success delivered packets added
to the average path dilation, then the average path dilation
is expected to increase. The simulation results also confirm
this expectation, with an increase in average path dilation
corresponding to an increase in threshold.

5 Conclusion

In this paper, we study ad-hoc routing in 3D space which
is more realistic than routing in 2D space.

We summarize the contribution of this paper:

• We extend AB randomized algorithm from 2D to 3D
environment.

• Improve a new version of project-face routing algo-
rithms (CFace(i)) which decreases the path dilation to
almost 50%.

• We propose two new hybrid routing algorithms,
AB3D-CFace(1)-AB3D and AB3D-CFace(3), which
combine the efficiency of progress-based algorithms
with high delivery rate of face routing. our exper-
iments show that these hybrid algorithms ended in-
crease the delivery rate to over 97% while keeping the

average dilation if the route much smaller than face
routing.

• Present simulation results comparing performance
of deterministic, randomized and the new hybrid
position-based routing algorithms on UDG and its as-
sociated spanning sub graphs in 3D space.

In all our simulations, we assumed that the UDG was
static. However we expect that the new proposed algo-
rithms, AB3D:CFace(1):AB3D and AB3D-CFace(3), would
also perform well on dynamic 3D unit disk graphs since the
randomization component of these algorithms would adjust
to reasonably large changes in node positions. This could
be part of future work.
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