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Abstract—Finding faults in early stages of software development decreases the cost of testing and increases system reliability. For safety-critical software, it is vital to perform thorough verification procedures. Model-Checking can find many faults in an early stage, and therefore, it represents an important verification approach. In this paper, we use domain engineering to capture important features of model-checking tools. We used FODA method (Feature Oriented Domain Analysis) to describe the common features of important model-checking tools. We expect our results to help software engineers to identify tools that better fit their needs. Our results can also help in improving these tools.

Index Terms—Formal method; Model checker; domain engineering; FODA.

I. INTRODUCTION

Increasing software reliability and fault-tolerance requires performing many validation and verification activities. Finding faults in an early stage not only increases reliability, but also minimize the cost of finding faults [1]. By using formal models and model-based testing approaches, we can detect faults at the design stage. Many critical systems such as transportation systems, airplanes systems, and medical systems utilize model checking tools to avoid life-threatening software failures [2].

Formal methods can be defined as mathematical modeling techniques than can be applied for the development of computer software [3]. Formal methods support the specification, design, and verification phases of software development. Several tools are available for performing formal verification activities. Clarke et al. [3] classified tools used in formal verification into three types, these are: (1) equivalence checkers, (2) model checkers, and (3) theorem provers. Equivalence checker compares two models for equivalence by applying different heuristics. A model checker checks if the system verifies a model against specified properties. Theorem prover uses mathematical techniques to prove a model and design [4].

In this paper, we analyze model checker tools using domain engineering. We applied a well-known methodology in domain analysis called FODA (Feature Oriented Domain Analysis). Using FODA, a feature model of analyzed tools is built by extracting and analyzing important features [5]. We evaluated the following model checkers: BLAST [6], UPPAAL [7], SPIN [8], CBMC [9], and MRMC [10]. These are widely used tools that deal different types of development environments.

We extracted the main features of each tool and specified each tool limitations.

The rest of the paper is organized as follows. Section II summarizes related work. Section III describes the model checker tools evaluated in this paper. Section IV describes how we applied domain engineering, FODA, and domain analysis to evaluate the tools. Finally, conclusions and future work are given in Section V.

II. RELATED WORK

Many researchers had evaluated model checkers when applied in specified domains (i.e., for a specific type of software). In this work, we evaluated model checkers depending on their important features, which helps in understanding the evaluated tools across domains.

Kim et al. [11] evaluated model checkers as unit testing tools. They performed an experiment applying BLAST and CBMC to test the components of a storage platform software for flash memory. Post et al. [12] presented an approach combining abstract interpretation and source code bounded model checking, where the model checker is used to reduce the number of false error reports. The approach was applied to source code from the automotive industry written in C.

Schlich and Kowalewski [13] studied the applicability of existing model checking approaches for C code to embedded systems. They performed a case study in which CBMC as one representative model checker is applied to a specific piece of micro-controller code. Mhlberg and Litgen [14] evaluated the utility of software model checker BLAST for revealing errors in Linux kernel code. Similarly, Post and Kuchlin [15] evaluated Linux device drivers, combining several tools and techniques into one integrated tool-chain. They extended Microsofts Static Driver Verifier (SDV) project, and combine its implementation with the public domain bounded model checker CBMC as a new verification back-end.

Yang et al. [16] show how to use model checking to find errors in file systems. They built a system, called FiSC, for model checking file systems and applied it to three widely-used, heavily-tested file systems. Cadar et al. [17] presented a tool called EXE tool that automatically generates inputs that crash real code. The tool was applied to network filters. Kolb et al. [18] applied BLAST on an industrial strength C implementation of a protocol stack. Ku et al. [19] presented
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A model checker is a tool designed to verify system correctness [4]. A model checker can be viewed as an algorithmic technique to verify a system description against a specification [4]. In this section, we describe the 5 model checker tools evaluated in this paper.

A. BLAST [6]

The Berkeley Lazy Abstraction Software Verification Tool (BLAST) is a software model checking tool for C programs which checks whether the software under test satisfies the behavioral requirements of its associated properties [22]. Blast explores and might refine abstractions of the program state space based on lazy predicate abstraction and interpolation-based predicate discovery. [23]. The term "lazy abstraction" describes the methodology of Blast in integrating the three steps of abstraction, verification, and refinement [24].

Blast builds the abstraction model on the fly using predicate abstraction. The model is then checked for reachability, if there is no abstract path to the specified error label, Blast reports that the system is safe [22].

B. UPPAAL [7]

UPPAAL is a tool for the verification of real-time systems. The tool is developed jointly by Uppsala University and Aalborg University. UPPAAL was applied in case studies ranging from communication protocols to multimedia applications. The tool is designed to verify systems that can be modeled as networks of timed automata extended with integer variables, structured data types, and channel synchronization [25].

UPPAAL is based on the theory of timed automata. The modeling language of the tool offers features as bounded integer variables and urgency. The query language of Uppaal, used to specify properties to be checked, is a subset of computation tree logic (CTL) [25]. The query language describes communicating abstract state machines with handshake synchronization and communication via shared variables. It also provides a C-like syntax for describing guards and updates on transitions [7].

UPPAAL uses a client-server architecture, where the client side contains the GUI while the model checking engine is contained on the server. The GUI is implemented in Java and the engine, or server, is compiled for different platforms (Linux, Windows, Solaris). Using this design allows the tool to run on different machines [25], [26].

C. SPIN [8]

SPIN is a generic verification system that supports the design and verification of asynchronous process systems [27], [28]. SPIN supports the verification of UML statecharts [29]. SPIN focuses on proving the correctness of process interactions, which are specified in SPIN by the means of: rendezvous primitives, asynchronous message passing through buffered channels, and through access to shared variables [27], [30], [31].

SPIN provides an intuitive, program-like notation for specifying design choices. No implementation details are necessary. It provides a concise notation for expressing general correctness requirements. It also provides a methodology for establishing the logical consistency of the design and matching correctness requirements [27].

D. CBMC [9]

The C Bounded Model Checker (CBMC) implements bit-precise bounded model checking for C programs. CBMC verifies the absence of violated assertions under a given loop unwinding bound [32]. CBMC finds the violation of assertions in C programs. It also proves safety of assertions under a given bound.

Given a C program, annotated with assertions and with loops unrolled to a given depth, CBMC transaltes the program into a formula, if the formula is satisfiable, then an execution leading to a violated assertion exists [32]. CBMC can deal with programs that use dynamic memory allocation (e.g., dynamic arrays, lists), CBMC provides a GUI that allows users to interactively step through counterexample traces [33]. The GUI allows users to step through traces as they would in a debugger. Potential faulty parts of the code are highlighted for the user [33].

E. MRMC [10]

The Markov Reward Model Checker (MRMC) is a tool for verifying properties over probabilistic models. MRMC has the features of supporting computing time and reward-bounded reachability probabilities, (property-driven) bisimulation minimization, and on-the-fly steady-state detection [34].

The recent version of the tool includes time-bounded reachability analysis for uniform CTMDPs and CSL model checking by discrete-event simulation [10].

IV. EXPERIMENT

Pressman [35] described the intent of domain engineering as "... to identify, construct, catalog, and disseminate a set of software components that have applicability to existing and future software in a particular application domain". Domain engineering consists of three activities, these are: (1) domain analysis, in which features about the applications studied are collected, (2) domain design, in which a model is built for the software under development, and (3) domain implementation,
TABLE I
FEATURE SUPPORTED BY MODEL CHECKER.

<table>
<thead>
<tr>
<th>Features</th>
<th>BLAST</th>
<th>UPPAL</th>
<th>SPIN</th>
<th>CBMC</th>
<th>MRMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Providing techniques for increasing efficiency</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>Speed</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>Memory consumption</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>Verification properties type</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Safety-critical requirements</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Network properties</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Boundary checking</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Multi-threading issues</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Logical design errors</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Reachability probabilities</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Steady-state detection</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>Platform/Operating system</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mac</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Unix</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Linux</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Type of Input</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>C++</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Java</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>UML Models</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Promela</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Markov chains</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

which includes building the software by re-using existing components [35].

In this paper, we are concerned with domain analysis. We collected common features for the model checker tools. We identified information used in developing model checker tool. The information is then organized with the purpose of making it reusable when creating a new tool.

The analysis is performed using FODA. Next, we describe FODA and how it was implement in our study.

A. Using FODA to analyze model checkers

FODA is a domain engineering approach emphasizing feature analysis. A feature is defined as user-visible characteristic of a software system [36]. FODA aims at identifying and analyzing the systems based on their supported features. According to FODA, the analysis should be based on the features provided by the software in a certain domain, rather than the implementation and design details [5], [37].

FODA involves the following activities: (1) context analysis: definition of the product domain (model checkers), (2) domain model development, and (3) domain design and implementation [5], [38].

B. Domain Analysis

Domain analysis is a process that identifies features and capabilities that are commonly found in software of a specific domain [35]. Domain analysis is systematic, and provides a common understanding of the domain. Context analysis is the first activity of FODA, in this work, the context is "model checker tools". We studied the features in model checkers and applied each of them on tools. We identified 19 features of five model checker tools (BLAST, UPAAL, SPIN, CBMC, and MRMC) which are widely used and well-known model checker tools.

We classified the extracted features into four groups, these are:

1) Providing techniques for increasing efficiency. We use memory consumption and response time as features that describe efficiency.
2) Verification properties type. Here, we group the type of property that a model checker can verify. This group can be used to check the functionalities that a tool provides.
3) Platform/Windows. Here we specify the platforms that each of the tool supports.
4) Type of inputs. The tools vary on the form of the inputs it uses for verification. While some tools use UML and other models as inputs, some tools require the existence of the source code of the verified software.

The summary of our analysis is given in Table I. As shown in the table, we identified 19 features. These finding can utilized by testers as a checklist of the features of a tool that they can verify.

V. CONCLUSIONS

In this paper, we used domain engineering for model checker tools to identify and analyze their common features. We used five well-known tools for evaluation. Our analysis show that most of the tools provide mechanisms for increasing their performance (i.e., efficiency). The tools vary in the type of checking performed. Among the evaluated tools, MRMC checks more properties than other tools. Most of the tools run on Windows, Linux, and MAC, while only SPIN can run on UNIX. Finally, the tools accept different inputs. BLAST, and CBMC accepts only the source code of the program.
While UPPAAL and MRMC can verify models (UML models, Markov chains, respectively).

In the future, we intend to include more tools. We also intend to quantify the evaluation of the features in order to provide a better understanding of the tools strengths and limitations.
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