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Chapter 20

Network Layer:
Internet Protocol
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Forouzan

In this section, we discuss internetworking,
connecting networks together to make an
Internetwork or an internet.

Topics discussed in this section:

Need for Network Layer
Internet as a Datagram Network
Internet as a Connectionless Network
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Figure 20.1 Links between two hosts
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Figure 20.2 Network layer in an internetwork
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Figure 20.3 Network layer at the source, router; and destination
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Figure 20.3 Network layer at the source, router;, and destination (continued)
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Notel

Switching at the network layer in the
Internet uses the datagram approach to
packet switching.
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Notel

Communication at the network layer in
the Internet is connectionless.
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Two Key Network-Layer Functions

[ move
packets from router’s
input to appropriate
router output

- determine
route taken by packets
from source to dest.

= routing algorithms
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analogy:

process of
planning trip from
source to dest

process of
getting through single
interchange

20.10

routing algorithm
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Router Architecture Overview

Two key router functions:
= run routing algorithms/protocol (RIP, OSPF, BGP)
» forwarding datagrams from incoming to outgoing link

input port output port
=0 (H =
. switching .
L] -
L ] L ]
input port fabric output port
=0 [H =
routing
processor
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Input Port Functions

data link
processing
(pratocol,
decapsulation)

- Illne _
termination

bit-level reception

e.g., Ethernet
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queueing

switch

fabric

Decentralized switching-

= given datagram dest., lookup output port

using forwarding table in input port

memory

= goal: complete input port processing at ‘line

speed’

= queuing: if datagrams arrive faster than
forwarding rate into switch fabric




Three types of switching fabrics Switching Via Memory

First generation routers:

—_—l x
=0l - I ~00 ] = traditional computers with switching under direct
+DEID?J]]+ memory S 52 control of CPU
+D|:Im?m* *IJ!ZI'JIIEI:} mﬁ spacket c_op.ied to system’s memory |
= speed limited by memory bandwidth (2 bus crossings
memory per datagram)
A Input Memory Output
- |- Port Port
B
’DDI'CE* crossbar
-~ Jomm- System Bus
5 f 8
® .
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b, . : Switching Via An Interconnection Network
Switching Via a Bus

= overcome bus bandwidth limitations

= datagram from input port memory = Banyan networks, other interconnection nets initially
to output port memory via a shared developed to connect processors in multiprocessor
bus = advanced design: fragmenting datagram into fixed

= bus contention: switching speed length cells, switch cells through the fabric.
limited by bus bandwidth = Cisco 12000: switches 60 Gbps through the

= 32 Gbps bus, Cisco 5600: sufficient interconnection network
speed for access and enterprise
routers
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Output Ports

switch ; ‘
aung: | | ‘
fabric g (protocol I|‘ne :
management ' termination

decapsulation)

» Buffering required when datagrams arrive from fabric
faster than the transmission rate

» Scheduling discipline chooses among queued
datagrams for transmission
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Output port queueing
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= buffering when arrival rate via switch exceeds output
line speed

» queueing (delay) and loss due to output port buffer
overflow!
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How much buffering?

= RFC 3439 rule of thumb: average
buffering equal to “typical” RTT (say 250
msec) times link capacity C
= €.9., C = 10 Gps link: 2.5 Gbit buffer

= Recent recommendation: with A flows,
buffering equal to  r17.-C

N
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Input Port Queuing

= Fabric slower than input ports combined -> queueing
may occur at input queues

= Head-of-the-Line (HOL) blocking: queued datagram at
front of queue prevents others in queue from moving
forward

» queueing delay and loss due to input buffer overflow!

switch

switch.”

il
A0

gt

fabric fabric
output port contention green packet
at time t - only one red experiences HOL blocking

packet can be transferred
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The Internet Protocol version 4 (IPv4) is the delivery
mechanism used by the TCP/IP protocols.

Topics discussed in this section:

Datagram
Fragmentation
Checksum
Options
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The Internet Network layer

Host, router network layer functions:

Transport layer: TCP, UDP
N IP protocol
iZL::"ZZIZL?:SEOIS «addressing conventions
«datagram format
*RIP, OSPF, BGP *packet handling conventions
Network
layer p—
o rWard n g ICMP protocol
tab|e error reporting
—— srouter “signaling”
Link layer
physical layer
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Figure 20.4 Position of IPv4 in TCP/IP protocol suite
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Figure 20.5 1Pv4 datagram format

20-65,536 bytes

20-60 bytes

q Header Data

B ——
VER HLEN Service Total length
4 bits 4 bits 8 bits 16 bits
Identification Flags Fragmentation offset
16 bits 3 bits 13 bits
Time to live | Protocol Header checksum
8 bits 8 bits 16 bits

Source IP address

Destination IP address

32 bits
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IP datagram format

IP protocol version

number —— 32bits total datagram
header length head.| type of //Iength (bytes)
(bytes) 1L, lenTservice length o
“type” of data — 16-bit identifier _Lfigs fragment — fragmentation/
max number time to upper - header reassembly
remaining hops [ “live layer checksum

(decremented at
each router)

32 bit source IP address

upper layer protocol

32 bit destination IP address

to deliver payload to

Options (if any)

L —E.g. timestamp,
record route

how much overhead
with TCP?
20 bytes of TCP
20 bytes of IP

=40 bytes + app
layer overhead

data
(variable length,
typically a TCP
or UDP segment)

taken, specify
list of routers
to visit.

Figure 20.6 Service type or differentiated services

D: Minimize delay

R: Maximize reliability
T: Maximize throughput  C: Minimize cost

[o]7]r[c

Precedence

TOS bits

Codepoint

Service type

Differentiated services
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Table 20.1 Types of service
Notel T0S Bits Description
; 0000 Normal (default)
The precedence subfield was part of pre
o vl IVIIHITIZC COSL
version 4, but never used.
0010 Maximize reliability
0100 Maximize throughput
1000 Minimize delay
20.27 20.28
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Table 20.2 Default types of service

Protocol TOS Bits Description
ICMP 0000 Normal
BOOTP 0000 Normal
NNTP 0001 Minimize cost
IGP 0010 Maximize reliability
SNMP 0010 Maximize reliability
TELNET 1000 Minimize delay
FTP (data) 0100 Maximize throughput
FTP (control) 1000 Minimize delay
TFTP 1000 Minimize delay
SMTP (command) 1000 Minimize delay
SMTP (data) 0100 Maximize throughput
DNS (UDP query) 1000 Minimize delay
DNS (TCP query) 0000 Normal
DNS (zone) 0100 Maximize throughput

Notel

The total length field defines the total
length of the datagram including the
header.
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Figure 20.7 Encapsulation of a small datagram in an Ethernet frame

Length: Minimum 46 bytes

L2
Header

Data < 46 bytes

Padding

L2
Trailer
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Figure 20.8 Protocol field and encapsulated data

Transport layer | SCTP | I TP | | upp |
LY 7

Network layer

The value of the protocol field defines
to which protocol the data belong.
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Table 20.4 Protocol values

Value Protocol
[ ICMP
2 IGMP
6 TCP
17 UDP
89 OSPF
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i Example 20.1

An IPv4 packet has arrived with the first 8 bits as
shown:

01000010
The receiver discards the packet. Why?

Solution

There is an error in this packet. The 4 leftmost bits
(0100) show the version, which is correct. The next 4
bits (0010) show an invalid header length (2 x 4 = 8).
The minimum number of bytes in the header must be
20. The packet has been corrupted in transmission.
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i Example 20.3

In an IPv4 packet, the value of HLEN is 5, and the
value of the total length field is 0x0028. How many
bytes of data are being carried by this packet?

Solution

The HLEN value is 5, which means the total number of
bytes in the header is 5 x 4, or 20 bytes (no options).
The total length is 40 bytes, which means the packet is

carrying 20 bytes of data (40 — 20).
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Figure 20.9 Maximum transfer unit (MTU)
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Table 20.5 MTUs for some networks

Protocol MTU
Hyperchannel 65,535
Token Ring (16 Mbps) 17,914
Token Ring (4 Mbps) 4,464
FDDI 4,352
Ethernet 1,500
X.25 576
PPP 296

IP Fragmentation & Reassembly

= network links have MTU
(max.transfer size) - largest
possible link-level frame.
= different link types, different
MTUs
= large IP datagram divided
(“fragmented”) within net
= one datagram becomes A
several datagrams
. reassembly
= “reassembled” only at final _ .
destination
= |P header bits used to
identify, order related
fragments

fragmentation:
one large datagram
3 smaller datagrams
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Figure 20.10 Flags used in fragmentation

- D M D: Do not fragment
M: More fragments
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IP Fragmentation and Reassembly

length [ID [ fragflag | offset
=4000 |=x =0 =0

One large datagram becomes
several smaller datagrams

Example
4000 byte datagram

MTU = 1500 bytes

length |ID | fragflag | offset
r=1500 |=x =1 =0
1480 bytes in
data field length |ID | fragflag | offset
length |ID | fragflag | offset
=1040 |[=x =0 =370
20.40




Figure 20.11 Fragmentation example

Figure 20.12 Detailed fragmentation example
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Reassembly

When the fragments arrive what strategy should be
used to reassemble them? (they may be out of order)

Solution

1. The fist fragment has an offset field value of zero.

2. Divide the length of the first fragment by 8. The
second fragment has an offset value equal to that result.

3. Divide the total length of the first and second fragment by 8.
The third fragment has an offset value equal to that result.

4. Continue the process. The last fragment has a more bit value
of 0.
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Figure 20.14 Taxonomy of options in IPv4
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20-3 IPv6

The network layer protocol in the TCP/IP protocol
suite is currently IPv4. Although IPv4 is well
designed, data communication has evolved since the
inception of IPv4 in the 1970s. IPv4 has some
deficiencies that make it unsuitable for the fast-
growing Internet.

Topics discussed in this section:

Advantages
Packet Format
Extension Headers
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IPv6

= |nitial motivation: 32-bit address space
soon to be completely allocated.
= Additional motivation:

= header format helps speed
processing/forwarding

= header changes to facilitate QoS
IPv6 datagram format:

= fixed-length 40 byte header

= No fragmentation allowed
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IPv6 Header (Cont)

Priority: identify priority among datagrams in flow

Flow Label:identify datagrams in same “flow.”
(concept of*flow” not well defined).

Next header: identify upper layer protocol for data

ver |pri_| flow label
payload len | next hdr | hop limit
source address
(128 bits)

destination address
(128 bits)

data

v

+—— 32 bits
20.47

i Advantages of IPv6

1. Better address space

2. Better header format

3. New options

4. Allowance of extension

5. Support for resource allocation

6. Support for more security
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Figure 20.15 1Pv6 datagram header and payload

| 40 bytes Up to 65,535 bytes

H Base header Payload

Extension headers
(optional)

Data packet from upper layer

Figure 20.16 Format of an IPv6 datagram

| 4bits | 4bits | 8 bits | 8 bits A 8 bits
d VER | PRI ‘ Flow label
Payload length /J/Next header | Hop limit
E Source address
E--*""’/ Destination address

Next header | Header length \

g Next header | Header length [

Next header | Header length ’
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Table 20.6 Next header codes for IPv6
Other Changes from IPv4 o e o
0 Hop-by-hop option
m Checksum: removed entirely to reduce 2 | 1IC™MP
processing time at each hop 6 | TCP
= Options: allowed, but outside of header, l7_| UDP
indicated by “Next Header” field all i
. 44 Fragmentation
s /CMPv6: new version of ICMP 50 | Bacrypted sontity payioad
. at_JIo’I’itionaI message types, e.g. “Packet Too s1 | Authentication
Blg 59 Null (no next header)
= multicast group management functions 80 | Destination option
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Table 20.7 Priorities for congestion-controlled traffic

Priority Meaning
0 No specific traffic
1 Background data
2 Unattended data traffic
3 Reserved
4 Attended bulk data traffic
S Reserved
§ Interactive traffic
7 Control traffic
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Table 20.8 Priorities for noncongestion-controlled traffic

Priority Meaning
Data with greatest redundancy
15 Data with least redundancy
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Table 20.9 Comparison between IPv4 and IPv6 packet headers

Comparison

. The header length field is eliminated in IPv6 because the length of the header is fixed in

this version.

(o]

. The service type field is eliminated in [Pv6. The priority and flow label fields together take

over the function of the service type field.

. The total length field is eliminated in IPv6 and replaced by the payload length field.

. The identification. flag. and offset fields are eliminated from the base header in IPv6. They

are included in the fragmentation extension header.

wn

. The TTL field is called hop limit in IPv6.

. The protocol field is replaced by the next header field.

=1 [

. The header checksum is eliminated because the checksum is provided by upper-layer

protocols; it is therefore not needed at this level.

. The option fields in IPv4 are implemented as extension headers in I[Pv6.
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Figure 20.17 Extension header types

Source routing

Extension

Fragmentation

headers

1 L1 1

Authentication

—| Encrypted security payload

Hop-by-hop option |—E
|
|
|
|
|

—| Destination option

Pad1

PadN
Jumbo payload

20.56




Table 20.10 Comparison between IPv4 options and IPv6 extension headers

Comparison

20-4 TRANSITION FROM IPv4 TO IPv6

The no-operation and end-of-option options in IPv4 are replaced by Padl and PadN

options i [IPvh.

. The record route option is not implemented in IPv6 because it was not used.

The timestamp option is not implemented because it was not used.

2
3.
4

. The source route option is called the source route extension header in IPv6.

wn

. The fragmentation fields in the base header section of IPv4 have moved to the fragmentation

extension header in IPv6.

. The authentication extension header is new in IPv6.

7. The encrypted security payload extension header is new in IPv6.
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Because of the huge number of systems on the
Internet, the transition from IPv4 to IPv6 cannot
happen suddenly. It takes a considerable amount of
time before every system in the Internet can move
from IPv4 to IPv6. The transition must be smooth to
prevent any problems between IPv4 and IPv6
systems.

Topics discussed in this section:

Dual Stack
Tunneling
Header Translation
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Transition From IPv4 To IPv6

= Not all routers can be upgraded

simultaneous
= no “flag days”

= How will the network operate with mixed IPv4
and IPv6 routers?

= unneling. IPv6 carried as payload in IPv4

datagram among IPv4 routers

20.59

Figure 20.18 Three transition strategies

Transition
strategies

Dual stack

Tunneling Header translation
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Figure 20.19 Dual stack

Figure 20.20 Tunneling strategy
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Tunneling
Figure 20.21 Header translation strategy
) . B tunnel E F
Logical view:
IPV6 1PV6 IPV6 IPV6
_ ] B C E F
PhyS ical view: IPv6 header IPv6 header IPv4 header
IPv6 IPv6 1Pv4
Payload
s o Payload Payload ayl b
Flow: X
Src: A LN -
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. Header
data [Pvé:reglon translation
done here
A-0-B:
1PV6 B-to-C: B-to-C: IPv6
IPv6 inside IPv6 inside
IPva IPva
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Table 20.11 Header transiation

Header Translation Procedure

1. The IPv6 mapped address is changed to an IPv4 address by extracting the rightmost 32 bits.

2. The value of the IPv6 priority field is discarded,

3. The type of service field in IPv4 is set to zero.

. The checksum for [Pv4 is calculated and inserted in the corresponding field.

. The IPv6 flow label is ignored.

(= LY -

. Compatible extension headers are converted to options and inserted in the IPv4 header.
Some may have to be dropped.

-1

. The length of IPv4 header is calculated and inserted into the corresponding field.

8. The total length of the IPv4 packet is calculated and inserted in the corresponding field.
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